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ABSTRACT

A workshop on the modelling of Mediterra-
nean coastal ecosystems was held in the Ischia
Benthic Ecological Laboratory of the Naples Zoo-
logical Station from 28 March to 10 April,
1981. This was the third in a series of Unesco
sponsored wmarine modelling workshops. The pri-
mary activity was the engagement of all partici-
pants in the various steps of model construction
for -the case study, the Gulf of Naples. This
included an examination of the data base, design
of a conceptual model, decomposition into sub-
models, formulation of relevant processes, defi-
nition of initial and boundary conditions, and
prograsming and simulation. Secondary activi-
ties included a series of intrcductory lectures
to establish a common modelling language among
the participants, the presentation of other
Mediterranean ecosystems, general discussions
involving the practical application of modelling
to particular situations, and a workshop
critique.
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INTRODUCTION '
Present knowledge on thebry and obuurvai
tions of the hydrodynamics, the biogeochemical
cycles, and the ecology within some of the Medit
terranean basins is sparse and fragmentary. Theé
output resolution of any marine ecosystem model
is correspondingly restricted by its dimensional
scales and by the detail in its accompanyin
data base. For these reasons and for practicai
reasons, a large scale (or regional) Mediterrar
nean ecosystem model does not seem feasible at
this time, However, smaller, mesoscale models
of well defined coastal systems are less depen~
dent on reglonal or international data bases and
therefore within the capability of the many
Mediterranean laboratories. Mesoscale models
should be encouraged as a mechanism for improv-
ing multidisciplinary research, as a forum of
comparison between individual laboratories, as a
tool for assisting research management, and as
an essential step towards the construction of
larger reglional models, as for example the
Aegean Sea or even the Eastern Mediterranean.

BACKGROUND

Earlier activities of Unesco in marine eco-
system modelling in the Mediterranean included
two workshops: Alexandria, 1974, and Dubrovnik,
1976, which are reported in the Unesco reports
in marine sciences, Nos. 1 and 2, As a follow-
up to these activities, and as a response to a
proposal put forward to Unesco by the Stazione
Zoologlca di Napoli, two consultation meetings
(Antalya,l November 1978, and Napoli,2 March
1979) were held to generate opinion on how best
to proceed, particularly in the light of two
separate informal proposals: that for a work-
shop on Marine Ecosystem Analysis, Levantine
Sea, and that for a training course on marine
ecosystem concepts. After careful considera-
tion, the Napoli consultation meeting recom-
mended a workehop. The workshop program, dates,
timetable, and other details were conceived and
coordinated by the steering committee.

The Dubrovnik workshop specified the fol-
lowing conditions as essential requirements in
the selection of a marine area for a modelling
study:

a. well defined physical boundaries,

. be existing data base,

c. existence of initial stage of modelling
(conceptual),

d. existence of a minimum number of
experts in modelling and in the various problems
of interest for the particular model.

1Partic1pant8: G. Carrada, A. Cruzado,

Y. Halim, Lj. Jefti&, S. Morcos, P. Nival.
Participants: G. Carrada, A. Cruzado,

Y. Halim, T. Hopkins, Lj. Jeftié, S. Morcoes,
P. Nival.
3Steering Committee: G. Carrada, T. Hopkins,
Lj. Jefti&, S. Morcos.

With these needs in mind, and in the
intercst of promoting marine modelling efforts,
it seemed beneficial to solect a coastal
subregion which met these conditions
sufficiently well and which could sarve well as
an instructive example for a group of Mediter-
rancan scientists concerned with marine ccosys-
tem modelling. On this baseis, the various
Mediterranean coastal subregions were veviewed,
and the Gulf of Naples was selected to be used
as a case study. An essential purpose of this
workehop was to expose marine scientists to the
concepts and methodologies used in model con-
gtruction. To this end, the majority of the
participants were selected from the Eastern
Mediterranean countries in order to accelerate
the level of understanding of ecosystem dynamics
throughout the Mediterranean.

This workshop has been considered as one in
a sequence of activities designed to promote
modelling as a research and management tool
among Mediterranean marine scientists. The two
workshops of Alexandria and Dubrovnik served
mainly as a forum for a familiarization with
modelling. This workshop represents a shift
toward more specific implementation of modelling
technology, while at the same time, preserving
its educational nature.

ORGANIZATION

The third workshop on marine ecosystem
modelling in the Mediterranean was held in the
Ischia Benthic Ecology Laboratory of the Naples
Zoological Station from March 28 to April 10,
1981.

The participants (Appendix) at the Ischia
workshop were welcomed by Prof. G. Carrada on
behalf of the host institution and by Dr. S.
Morcos on behalf of Unesco. Dr. S. Morcos
invited Prof. G. Carrada to act as Chairman, and
Prof. L. Jeftic” and Dr. T. Hopkins to serve as
rapporteurs.

The planned objectives of the workshop
vere:

a. to provide an integrated exposure to
the concepts of marine ecosystems and to the
methodology of their modelling;

b. to construct a conceptual model of a
mesoscale Mediterranean coastal ecosystem, spe-
cific to the Gulf of Naples;

c. to quantify submodels selected from the
conceptual model, for example:

e a nearshore, soft bottom benthic

community,

e the nutrient-phytoplankton-

zooplankton dynamics of the coastal
waters, and

e the physical mechanisms controlling

the flux of coastal effluents offshore.

4Pull. text of the opening statement by S. Morcos
is given in the Appendix.



d., to discuss some of the existing data
bases from onge...ug research programs im other
coastal areag in light of the Gulf of Naples
model and to identify in these arcas the
research requirements necessary to facilitate
further model development.

All of these objectives were well satisfied
during the Workehop, with the exception of (c),
which was altered by consensus during the
progrees of the Workshop to include as much
quantitative modelling as time and oxpertise
would allow., It was felt that the expectations
of this objective were exceeded.

The first two days of the workshop were
devoted to introductory presentations which
covered the general concepts of marine ecosys-
tems, modelling of marine ecosystems, and short
reviews of the Mediterranean ecosystem as a
whole and the Gulf of Naples ecosystem in par-
ticular. It was not the objective of the work-
shop to give a comprehensive overview of these
subjects nor to produce a report which will
sarve as a textbook. Therefore, it was left to
the lecturers to choose, under the title given,
either a broad approach or a particular problem
which would reflect, in their opinion, a contem-
porary approach to the conéepts and modelling of
marine ecosystems. The firgt part of this
report gives the introductory presentations.

The work on the numerical model of the Gulf
of Naples started on the third day and continued
through the thirteenth day of the- workshop.
After the initial work in plenary, which was
devoted to the construction of the generel con-—
ceptual model of the Gulf, defining objectives
of the numerical model, system of Interest, sub—
system and state variables, the work proceeded
in two working groups responsible for the con-
struction of the hydrodynamical model and bilo-
logical model, The second part of this report
is organized to reflect, as appropriate, the
modelling procedure, dilemmas, achievements,
shortcomings, scientific rationale, processes,
equations, computer programs, and outputs, all
as a result of the work on the numerfcal model
of the Gulf of Naples.

The last day of the workshop, was devoted
to the presentation of available data base for
several other Mediterranean small and mesoscale
ecosystems and for the discussion on -uggested
research program Iimprovements, and «vzluation
and recommendatfons of the workshop.

To the best of our knowledge the assemblage
of participants was unique by virtue of its
diversity of composition, consisting as it did
of many scilentists of different specialities (34
scientists from 12 nations) including experts on
modelling in order to produce, as a collective
effort, a numerical model of a mesoscale marine
ecosystem.

The workshop was extremely successful im
fulfilling stated objectives. It also proved to
be a great educational exercise, mnot only in

modelling but also in team work, which is such
an important tool in multidisciplinary research.

The purpose of the workshop was to accom-
plish the working objectives discussad above.
We would like to emphasize that this purpose wae
not to author a treatise on wmarine modelling
applicable to the Mediterranean; therefore, this
report should not be considered or judged as
such. The following contents are meant only to
convey to the reader the waterial covered and
the activities accomplished during the workshop;
and the reader is kindly askcd to make allow-
ances for any percelved omissions or inconsis-~
tencies. Nevertheless, we sincerely hope that
this report will be to some degree as useful and
inspirational to those aspiring to wmarine
modelling as was the workshop {tself to {its
participants.
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INTRODUCTORY PRESENTATIONS

The first portion of the workshop was
devoted to a review of tho concepts of marine
ecosystems, of their modelling, of the Mediter-
ranean in general, and of rhe Gulf of Naples in
particular. This revlaw consisted of the fol-
lowing serfes of invited lectures which alaso
served to provide the participants with a common
language and a basis for iInteraction. These
lectures were intended to cmphasize the holis-
tic, multidisciplinary &pproach that is inherent
to ecosystem modelling. They are presented here
with the 1intent to reflect the content and
emphasis considered important by the lecturexs
and not to provide a complete or balanced cover-
age of the material.

GENERAL CONCEPTS OF MARINE ECOSYSTEMS

Physical Processes

Introduction

A marine ecosystem often represents some
environmental domain with components described
in terms of the quantities of mass or energy.
The relevant physical processes are those that
cause a 'redistribution' of mass or energy among
the components of the system in a non-chemical
and non-biological way. The redistribution can
be the result of energy or mass forced through
the boundaries of the domain or by internal
exchanges between components.

Effectively all such redistributions are
tied to the amount of kinetic energy of the
environmental media (water). Under static con-
ditions (KE=0) distributions are governed only
by molecular diffusion and/or nonphysical pro-
cesses. The rate of redistribution we define as
a flux, i.e., the time rate by which a component
changes through an area. 1In a Eulerian sense,
the flux (gm/cmzlsec) is the product of the flow
(cm/sec) times the parameter (M) concentration
(gn H/§m water) times the density (gm
water/cm®). For any given volume, it I8 the
changes in flux occurring through the volume
that are important. The spatial gradient of the
flux is sometimes called the flux divergence.
If the gradient 18 zero, rearrangements may
occur but will be unresolvable.

Physical Redistribution of Mass
Mass in a unit volume of water is accounted

for, in the Eulerian frame, by the following
relationship:

—_—n = Ve(W) + S (1)
at

Local Flux Source

Change Divergence

vhere in this case M is simply a concentration
of mags per unit water volume, V °* the diver-
gence operator, v the velocity field, and S some

internal conversion of mass. The source term is
ofton called the non-conservative torm in the
senga that 1t includes all non-physical offects
such as blological or chemical conversion of
mass from one form to another. The flux.diver-
gence term includes the conservative physical
processes that affect the distribution but not
the form of the mass. The local change 1is
merely the difference between the other two and
is, in fact, what 1is observed in nature.

The flux divergence term can be expanded
into components as follows!

Ve(v M) = 2(uM) + g(vﬂ) + :(HM) 2
X y z

where each of these components represents the
difference in flux between each two sides of a
unit volume.

To pursue the discussion let us examine one
of these components and decompose it further

3  J— M, -9y
Ly LW ea M ey, 3
o (I Yl Y ox 3

In equation 3, u and M refer to the low fre-
quency portions of those variables and u' and M'
to their high frequency portions. The second
and third terms in equation 3 are commonly
referred to as the diffusive and advective
terms. In the context of a frequency separa-
tion, advection is a low frequency process and
diffusion a high frequency process. This has a
dimensional significance because the terms have
units of concentration per time. Advection
applies to changes over relatively longer peri-
ods of time, diffusion over shorter times. The
distinction is arbitrary. In general, moving to
higher frequencies involves the less determin-
igtic more stochastic behavior associated with
diffusion. The diffusive flux 1s conventionally
taken as proportional to the mean gradient of M
because u' and M' are not easily measurable.
This allows the diffusive term in equation 3 to
be written as

i. ™M!' = 9 .aﬂ)

x " ax X Ix (4)
where K 18 a diffusion coefficient normally
taken as a constant. Diffusion may or may not
be important in a given situation, dependent on
the amount of high frequency water movements
that correlate with small-scale variations in
M. The representation of equation 4 1is
expedient, bu: not reliably substantiated by
observations.

The last term in equation 3 1s {important
only in cases where M 1s not completely coupled
with water movements. In this case, the M will
not 'feel' the complete divergence of the flow,
which is inevitably zero. To clarify we pose
this simple example: consider warm surface
water laden with dinoflagellates blown against a



coast. The water downwells at the coast, with
an accumulation of dinoflagellates but not
heats Why? Because, the dinoflagellates are

motile enough to uncouple themselves from the
weak downward movement of the water. This can
be explained mathematically by

T 3 + W . 0 since v, W (5)
X dz X Jz
du 3(w~w du
— + —£~—_31 ] =D — 1if w = wg (6)
ox 2z x

where wg 1s the upward swimming speed of the
dinoflagellates, D.

The advective flux (second term of equation
3) represents changes due to physical transla-
tion of gradients. For example, if there is a
discharge of substance fnto a river, there will
be a gradient of the substance which when
carried past a point downstream by the river
flow will result 4in an observed or local
change.

The term ud M/ 3 can be large by virtue of
either a strong flow (u) or strong gradients
(9M/3x). This is depicted in Fig. 1. The
extreme case of high flow with small gradient {is
repregsented by a jet in homogeneous watetr, or of
little flow with large gradient is represented
by a sharp interface in a stagnant flow field.
The null case 1is that of stagnant homogeneous
conditions, and moving away from the origin in
the middle of the quadrant 1is an increasing
probability of redistribution.

The magnitude of u is affected directly by
the physical dynamics forcing the flow. Under
goue circumstance, should M be heat or salinity,
the distribution of M indirectly affects the
flow field. 1In this case u is also a function
of 3M/3x. The magnitude of M obviously can be
affected by btological or chemical processes,
but also may be affected indirectly by the flow
field through this advective flux term.
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Fig. 1. The relative contribution of the two
components of the advective term to redistribu-
tion of mass.

The Flow Field

Having made these distinctions, we will
review briefly the proceases involved in moving
the water in coastal sftuatfons. It is useful
to divide the movement into two classes, those
in dynamic balance and those not in balance.

Balanced flows are flows represented by a
frictionless balance of forces, such as geo-
atrophic flow, inertial motion, internal wave
motion, or tidal flow. These contribute to what
is generally referred to as the mean flow and
contribute to the redistribution of mass as
low-frequency advective fluxes. They are
quasi~deterministic, that is to say their dynam-
ics are well behaved.

It is the unbalanced or frictional flows
that are the most difficult or the least deter-
ninistic. They are perhaps as important as, or
more important than, the mean flows, in terms of
the redistribution of mass, since they are pro-
portionally strongest near boundaries or because
they have flow components normal to the mean

flow. These are often referred to as ageo-
strophic flows, stressed flows, or transient
flows. Because friction 1s important, these

flows contain relatively more high frequency
movements and therefore are more diffusive than
the balanced mean flows. Thelr importance {is
enhanced in coastal situations due to the prox-
imity of boundaries.

The different types of flows are discussed
in terms of which forces prevail. The conven-
tional set of forces 1s given in the followlng
horizontal equations of motion

z

M ey =822 _8 [ g, +
ax

— Ay —+ — A — + — Ay — (7)

z
o + fu = 83 _879% 4,4

at pox op ax

accel- Coriolis barotropic baroclinic
eration pressure pressure

gradient gradient

._a.Av.a.!.+_.§.Ah.al+_aAha_v (8)
9z 9z 9x ax dy Ay

vertical horizontal

friction friction

where the terms are identified in equatioun (8) ,
The object fn modelling or in any quantitative
analysis 1s to single out the dominant terms to
represent a balance. There are two other equa-
tions that are needed, the vertical equation of
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motion which is seimplified to 1its hydrostatic
form

pg ™ 33 ’ 9
92
and continuity
WLV, (10)
X 3y 2z

It is necessary to have some criterion for

determining the dominant processes which are .

operative in a given situation. The physical
oceanographer often uses dimensional scaling to
accomplish this selective chore, in fact, Dimen-
sional Analysis and Similarity Solutions repre-
sent a powerful tool for formulating and solving
problems. The two main problems in applying the
physical equations are (a) that the character-
istic length and time scales are often a func-
tion of position or time and (b) that the non-
linearities even 1f small are not always
neglectable.

Circulations

The terms in the above equations are dis-
cussed in detail in various texts (e.g. NEUMANN
and PIERSON, 1966 or FOFFONOF, 1962). We will
outline a few In the context of the
Mediterranean.

Large scale thermohaline. 1In the Mediter-
ranean system the sea level 1is depressed because
of a net loss of water through evaporation.
This causes water from the Atlantic to enter, in
response to a barotropic pressure gradient.
However, continued evaporation generates dense
water which accumulates in the Mediterranean
basin until forced out over the sill by a baro-
clinic (internal) pressure gradient. The flow
over the sill 1is thus inward at the surface and
outward at the bottom. The flow in 1is greatly
in excess of what it would have been had {its
magnitude been dictated merely by the internal
water deficit; in fact, this amount represents
only a sgmall difference between the two large
flows.

The Mediterranean in fact has a three-
layered flow structure due to a large important
water intermediate mass produced in the Levan-
tine Basin. PFurther discussion can be found in
the section on the Mediterranean or in the ref-
erences, e.g. HOPKINS (1978).

The large-scale flows affect the distribu-
tion of properties over long perifods of time.
Essentially this circulation represents a long
and complicated pathway from the Atlantic and
returning to the Atlantic. It is essential to
know how each coastal system fits into this
circulation.

Large scale geostrophic., Within each of
the Mediterranean Basins large—-scale geostrophic
circulations exist. These are balances of the
Coriolis force with the sea level slopes (baro-
tropic) and with the inclinations of the inter-
nal field of mass. The above mentioned thermo-
haline circulations are two dimensional in the

sense of occurving in the vertical and along the
basin axis between the sill and the place of
dense water formation. The inclusion of Cori-
olis force adde the lateral dimension and geo-
strophy to these conditions, that is, the along
axis pressure gradients created by water mass
formation and atmospharic buoyancy extraction
are balanced by Coriolis force aad result in
cross~basin and well defined boundary flows.
The flow scale is determined essentially by the
basin dimension and the intensity of the pres-
sure gradients.

At this scale variations in the wind over
the basin cause disturbances in the mean seca
level due to spatial inequalities in the wind
transport. The resulting geostrophic circula-
tiona are cyclonic about a sea level low and
anticyclonic about a sea level high. Summer
wind patterns in the Mediterranean tend to be
less extensive, causing the length scale of
these circulations to diminish.

The pressure fleld due to the sea level

_ gradient tends to be adjusted for by the inter-

nal field of mass. The assoclated barotropic
and baroclinic velocities are in opposition such
that at the depth of pressure equalization there
is no meotion. This adjustment takes place
slowly depending on the interusl density differ-
ences. Consequently there never 1is complete
adjustment, f.e., to the high frequency fluctua-~
tions of the sea level which are manifest as
barotropic velocity fluctuatfons all the way to
the bottom. Another important point about these
two flows is that the barotropic flow 1is dissi-
pated only at the bottom and lateral boundaries,
whereas the baroclinic flow is dissipated inter-
nally at those points in the water column where
large shears exist, as for cxample, within the
pycnocline.

It is this large-scale geostrophic circula-~
tion that controls the open boundary condition
for coastal systems, and therefore 1is required
information for coastal circulation models.

Coastal circulations. The basic difficulty
with coastal circulations is that virtually the
entire suite of forces listed in the equations
is or can be important. It is useful to think
of the coastal region as being characterized by
three dynamical regimes: external or ocean,
internal or mid-shelf, and boundary or near-
shore. These are shown schematically in Fig. 2.

The {mportance of the external regime iJs
that it controls the open boundary condition
(assuming that the coastal region has some expo-
sure to the open Mediterranean). This boundary
1s arbitrary but most logically must be deter-
mined on the basis of responsiveness. Generally
thig means bathymetric control, that 1s, deep
water columns are less responsive to local forc-
ing then are shallow ones. Consequently, we
choose the open boundary to coincide with the
shelf break. In some cases such as the Gulf of
Naples, the lateral ‘bathymetry acts to uncouple
the coastal regime from the open sea.
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Fig. 2. Aa example of a coastal region defined
for the purpose of modelling and the dynamical
regimes mentioned in the text. The upper panel
{s a plan view, and the lower a cross section.

The {nternal regime consists of .the deeper
portion of the shelf, or regime, in which geo-
strophy dominates. Here some simplifications
can be made to facilitate modelling, such as:

a. considering the wind fleld as
homogeneous

b. representing the bottom friction as
proportional to the geostrophic flow

c. using a diagnostic or multi-layer
approach to represent the baroclinic field

d. coupling with the boundary region may
be excluded (if aot requisite) and a
pseudo-coastal barrier imposed, or

e. neglecting the alongshore variability
which renders the circulation two-dimensional
(more appropriate for those cases with straight
coasts and weak coupling at open boundary).

The two major difficulties involved to eome
degree with any or all of these simplifications
are:

a. an inadequate functional dependence of
the sea level on the wind stress, and

b. poor accuracy in the ageostrophic or
cross-stream flow component.

Both of these relate very much to the need to
model the boundary, or nearshore regime.

In the boundary regime, friction strongly
influences the dynamics, that 1is to say for
exauple, that the ageostrophic portion of the
flow becomes significant. The water columns,
being shallow, are uwore responsive, resulting in
high accelerations. Lateral frictfon becones
significent, and baroclinic effects are reduced
due to nearshore nixing.

It 18 in the boundary region that the effect
of wind-induced transportas cause the sea level
to distort. The distortion begina at the shore
and extends offshore according to the magnitude
and duration of the forcing. TIf it extends out-
side the boundary region, it alsc¢ forces mid-
shelf flow. The amount of potential cnergy put
into the sea level distortion is less for shoal-~
ing nearshore bathymetry than for the vertical
wall approximation because of the greater bottonm
area per water column available for dissi-
pation.

Of great {mportance is the magnitude of the
offshore flow component in the boundary region,
for it is this term that determines the advec-
tive flux offshore of substances released at the
coast. The dispersive behavior of the boundary
region can very.significantly alter the concen-
tration and location of a point source effluent
into the coastal interior flow.

Chemical Processes

Chemical Constituents of Sea Water

If particulate matter and organisms arve
excluded, sea water wmay be considered as an
aqueous solution of solid and gaseous
substances. The chenical composition of sgea
water is not easlly determined, especially with
the precision required, because of the large
disproportion existing between the various chem~
ical species and to the Interferences encoun-
tered in many of the analytical procedures. It
1s beyond the scope of this lecture to include a
detaliled description of the various elements
present In the sea water and of thelr biological
and geochemical cycles. However, a brief
account of the geochemistry of some of the more
important elements might help to understand
their cycling in connection with their ecolcgi-
cal role.

The principle of 'constancy of the relative
chemical composition' of sea water, commonly
accepted and constituting the basis for the
chlovinity:salinity:density relationship, should
not concern us excessively since there are a
great number of elements, especlally the most
important ones from the biological standpoint,
that strongly deviate from such a behavior. 1In
fact, all the exchanges of matter between the
ocean and cthe atmosphere, the land, the sedi-
ments, and the organisms would alter thelr rela-
tive concentrations were it not by the large
residence time of the elements in the oceans.
Water, being itself one of the most mobile con-
stituents, has a residence time of about 4000
years in the world's ocean.

A number of nearly i1dentical tables ere
available for the chemical composition of sea
water (SVERDUP et al., 1942; HORNE, 1969). It
is customary to classify the elcments into three
groups, according to their relative concentra-
tions.




St e

K

liajor elements. These are those elements
basically determining the physicochemical char-
acteristics of sea water as a medium, in partic~
ular, its density, electrical, thermal, and col-
ligative properties. There are, besides hydro-
gen and oxygen, tne halogens (especially chlo-
rine with 55% by weight of all the dissolved
materials) which served for many years as the
basls for the determinatfon of chlorinity,
salinity and density. These are followed by the
alkaline and alkaline-terreous metals (sodium,
potassium, magnesium, calcium and strontium).
Unlike sodium, potassium ion and the divalent
ions enter the chemical composition of the
organisms, and thus their concentrations may
show importaat variations. Im particular, the
Ca/Mg ratio 18 much lower in the sgea than iIn
continental waters not only because of the pre-
cipitation of C€aC03 1in estuarine areas, but
because of the differential uptake by shell-
forming organisms., Ca also seems to play an
important role in the CO0THC0%:C03 equilibrium.

Carbon is another major element crucial for
marine life. It is also very important as a
regulator of the seawater pH, although very
careful studies of the carbon system equilibrium
constants suggest that other elements, such as
boron and silicon and the organisms themselves
might play a pH regulating role as important as,
if not more important than, the carbon system
itsgelf.

Sulphur, mainly in the form of sulphate
ion, plays aun Important role in areas where
oxygen consumption is large, particularly when
it is caused by heterotrophic bacteria. When
oxygen concentrations are low, sulphate ion sub-
stitutes oxygen as an electron acceptcer and is
transformed into sulphite ion. Anoxic reglons
where sulphite ion is normally present are found
generally in estuarine sediments, in deep waters
of stagnant water bodies or under highly produc-
tive open-—ocean reglons.

Minor elements. These are those elements
that may appear in relatively high concentra-
tions, and yet they have only a emall effzct on
the physicochemical characteristics of the sea
water. Three groups may be identififed: dis-
solved gases (oxygen, nitrogen and argon),
nutrients (nitrogen, phosphorus and silicon) and
metals constituting the crustsl materials (alu-
ninua, iron, manganese, etc.).

Atmospheric gases &re normally in equilib-
rium with gases dissolved in sea water, and thus
they are at saturating concentrations in the
surface layers. While nitrogen and argon con-
centrations experieace practically no variaticn
by internal proceasses and can therefore be con-
gidered congervative properiies, oxygen ia
strongly affected by blochemical and biloliogical
processe3 taking place in the water aud sedi-
ments. However, there are some regulating
factors in the distribution of the dissolved
oxygen. In the surface layers, in contact with
the atmosphere, the oxygen concentration 1ia
normally close to saturation although photosyn-

thetic organisms wormally present in these lay-
ers may cause s8supersaturation. Below the
euphotic zone where respiration rates are
greater than photosynthetic rates, oxygen con-
centrations decrease with increasing depth,
reaching a minimum value that, in areas of large
biological productivity, may attain zero,
appearing as the phenomena derived from anoxia
especially sulphide production. Diffusion and
advection processes compensate for the downward
decrease 1in oxygen concentrations. Since the
water masses of the ocean are formed at the sur-~
face, they are initially saturated with oxygen
and their evolution as subsurface water masses
i8 characterized by lower oxygen concentra-
tions. However, the deep water oxygen losses
are glow, except in enclosed basins with stag-
nant circulations, and the relatively younger
deep ocean w:te-s show high oxygen concentra-
tions. Both oxygen and the second group of
minor elements, the nutrients, are the subject
of discussions elsewhere in this report.

The third group of minor elements, basic-
ally formed by metals present in crustal materi-
als, with low solubility in oxygenated sea
water, are seldom involved in ecological pro-
cessee, although some of them ave known to be
esgential for wmany blochemical processes.

Trace elements. Most if not all of the
eleuents pregent in nature may be found at the
trace level in sea water. This group of ele-~
ments is mainly formed by the heavy metals which
form highly insoluble compounds. Although, in
gome cases, through their tendency to form com-—
plexes with C1~ and F~ ions, they may appear in
relatively high concentrations. Many of the
components of this group of elements would be
unnotfced in the environment were it not for the
potential hazards to organisms and to human

health. This is especially true of the radio-
active 1isotopes, partly the result of natural
radioactivity, partly introduced by human
activities.

Eleuents Relavant to the Ecosystem
and their Controlling Processes.

An ecosystem may be regarded as a systeam in
which there is a cyclic interchange of material
between the biotic and ablotic components.
Marine ecosystems in particular are normally
considered as having four main biotic compo-
nents: producers, consumers, decomposers and
datritus. Detritus, although not being an
active component, 1is often included since it
plays 2 major role in the trophic chain. Pro-
ducers are organisms that, using sunlight as
energy and inorganic carbon and nutrients as
building materials, photosynthesize organic mat-
ter which is then partly grazed by consumers and
partly coaverted, through decay, int: detritus.
Consumers, partly grazing on the producers and
partly preying wlthin c¢heir own compartment,
also contribute to the detriial component,
either upon death or by way of their fecal pro-
duction. Decomposers are mainly saprobic bacte-
ria that take cnergy out and matter froa detri-
tus. Along this cycle, carbon and nutrients are



taken up by producers during photosynthesis and
released by all three active components in res-
piration, while oxygen is released to the envi-
ronment in photogsynthesis and consumed in respi-
ration.

The organic matter photosynthesized goes
primarily into increasing the overall ecosystem
biomass. However, not all the synthesized mat-
ter remains within the phytoplanktonic organisms
to be grazed down by consumers. A fraction of
the organic matter is immediately oxidized In
respiratory processes; another fraction may be
directly excreted practically unchanged, and yet
another part may go directly into the detrital
component to be degraded by bacteria without
going through the grazing consumers. Only the
remaining organic matter can be ugsed by phyto-
planktonic organisms to increase the size of the
cells or to build new ones. Biomass production
is therefore only one of the uses given by the
ecosystem to photosynthesis, the remaining ones
recycle without passing through the higher
trophic level components.

REDFIELD et al. (1963) established the
principle that the different elements involved
in the production of organic wmatter (C:0:N:P:Si)
in the ocean are taken up and regenerated by
organisms in more or less definite proportions
that roughly correspond to their actual concen-
trations in sea water. Because regeneration of
the elements constituting the organic matter
takes place mostly in the strata below the sur-
face layer where oxygen 1is 1isolated ‘from atmo-
spheric exchange, better agreement 1s found
between the regeneration of inorganic nutrients
and the consumption of oxygen than is found in
the reverse process of its production. The pro-
portion of the elements involved in the mineral-
ization of phytoplankton, on the basis of the
final oxidation products, was found to be
276:16:1 for O:N:P (RICHARDS, 1965). However,
the proportions given for the world ocean do not
always hold for the Mediterranean Sea, and the
principle completely fails for waters influenced
by river discharges.

Nitrogen cycle. The principal forms of N
occurring in marine water, 1if dissolved gaseous
Ng 1s excluded, are nitrate, nitrite, ammonia
and organic N. The concentrations of the vari-
ous forms of N in the water depend not only on
the physical rates of supply but also on biolog-
ical processes such as the uptake by phytoplank-
tonic algae and the mineralization by bacterial
micro-organisms both 1in the water and in the
sediments underlying it. 1In sediments, as in
soils, the N is primarily in an organic form
arising either from particulate material formed
in the waters above or brought in by terrestrial
runoff. Fig. 3 shows, in a very schematic way,
the blotic and ablotic paths along which N can
circulate in the marine ecosystem. The most
ilmportant pathways are those determined by plant
and bacterial microorganisms, but some animals
may contribute in a non-negligible way to the
mobilization of nitrogen (DUGDALE and GOERING,
1967). Because of the many complex and compet-~
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Fig. 3. A generalized scheme showing the
sourcee of nitrogen and 1its organic circulation
in the ocean., From COLLIER (1970), with
permission of Wiley-Interscience.

ing blological reactions occurring in a given
ecosystem, it 1is extremely difficult to deter-
mine the relative importance of each individual
microbial process. However, those that are
likely to be most important in determining the
availability of N are ammonification, nitrifica-
tion, denitrification, and nitrogen fixation.

Ammonification. Comparatively 1little
information is available on either the micro-
organisms or the environmental characteristics
controlling the formation of ammonia from
organic matter in the marine systems. Early
studies show that ammonia can be produced dy the
decomposition of sinking detritus within the
waters below the thermocline as well as from the
sediments. Recent work has shown that the pro-
cess 1ls favored by anaerobic conditions. On the
other hand, ammonia-N can also be produced by
excretion (WHITLEDGE, 1972).

Nitrification. This process, resulting in
the conversion of ammonia to nitrate, is carried
on by obligate aerobic bacteria of the genera
Nitrosomonas (ammonia to nitrite) and Nitro-
bacter (nitrite to nitrate) and has been exten-
sively studied in terrestrfal systems and in
sewage purification processes. 1In sea water,
the trophic level may determine whether the pro-
cess 1a functional or not and its molecular
oxygen requirement results in an overall
increase in BOD (Biological Oxygen Demand) of
waste-laden waters. The reverse process
(nitrate to nitrite) has been described fn
Mediterranean waters (BLASCO, 1972) as being



carried out by phytoplanktonic algae submitted
to low 1light intensity and substantially high
nitrate concentrations, conditions unormally
found in summer at the base of the photic zone.

Denitrification. In this process, nitrate
and nitrite are blologically reduced to gaseous
nitrogen oxides (N30 and NO) and to molecular
N2. Nitrogen oxides are not known to be present
in the environment and only gaseous Ny is com-
monly observed in sewage sludges and highly
eutrophic systems. A consequence of denitrifi-
cation 1is the loss of N by highly eutrophic eco-
systems, which may considerably reduce the
overall amounts of N present in the system.

Nitrogen fixation. This 18 the reverse
process to the latter in the sense that molecu-
lar N3 18 converted to organic N. The process
appears to be light-dependent and therefore
coupled to photosynthesis, although certain
blue-green algae can also fix nitrogen in the
dark. A considerable volume of data s avail-
able to show that nitrogen fixation occurs, usu-
ally in tropical waters (GORRING et al., 1966).
Its occurrence in the Mediterranean Sea has been
suggested although evidence has not been
reported so far.

Plankton biomass
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Fig. 4. The various forms in which phosphorus

can be found in the marine ecosystem.

rnosphorus cycle. Unlike nitrogen, which
is present in several inorganic forms, inorganic
phosphorus occurs 1in sea water only as
phosphate. However, 1like nitrogen, organic
phosphorus 1is also a significant part .of the
phosphorus pool in the marine environment.
Pig. 4 schematically reviews the various forms
in which phosphorus can be found in the marine
environment. Phosphorus bound to organic matter
is released very rapidly. However, even less
work has been published on specific bacteria
active In the regeneration of phosphate than in
the case of ammonia. One would assume that
there are many micro-organisms which will bring
about the solubilization of phosphate from
organic phosphorus compounds present in detrital
material.

In marine sediments, phosphorus is consid-
ered to exist as interstitial phosphate. It can
be leached to the water above as adsorbed phos-
phate which can then be released by chemical
processes as 1nsolub1e phosphate bound by such
ions as Cat2 and Fet3, and as phosphorus bound
to organic matter. A large fraction (up to 20%)
of the phosphate dissolved in freshwater enter-
ing the sea 1s lost to the sediments through the
formation of insoluble phosphates deposited as
silt on the bottom (PERKINS, 1974). 1Insoluble
ferric phosphate 1s strongly bound to the sedi-
ments, but under reducing circumstances it
becomes ferrous phosphate and may leach out to
the aquatic phase. Thus, an oxygen deficiency
created by bacterial action In the sediment may
be expected to facilitate the release of phos~
phate by the substratum especially when shallow
sediments are stirred by strong winds.

Silicon cycle. Unlike nitrogen and phos-
phorus, silicon 18 not widespread in the biolog-
ical component of the ecosystem. Only diatoms,
silicoflagellates, radiolarians and sponges
require the presence of this element in order to
build essential partgs of their bodies. The
mononeric form of orthosilicic acid 1is thought
to be the normal state of dissolved silica in
natural waters. Polymeric sflica, crystallizing
out as quartz, is stable in supersaturated solu-
tions with respect to amorphous silica, but nor-
mal concentrations found in sea water are well
below saturation levels. Orthosilicic acid dis-
sociates in solution, but at the pH of sea water
undissociated orthosilicic acid 1s the stable
form. Electrolytes in sea water do not affect
truly dissolved silica but coagulate colloidal
silica which may be depolymerized in a few days,
provided total sllica concentration 1s below
about 1U0 ppm.

Particulate silica may be crystalline or
amorphous. Crystalline silica may take the form
of quartz, chert or aluminosilicates such as
kaolinite, montmorillonite, i1llite and glau-
conite, Orthosilicic acid 1is rapidly released
by clays to silica-deficient water (HACKENZIE et
al., 1967). This release is governed by forma-
tion of some {ll-defined aluminosilicate of
increased Al/S1 ratio that ends up as kao-
linite. Some authors have claimed sea-water



silica concentrations to be controlled by alter-
ation of clay minerals or by dissolution of
finely divided quartz in sediment interstitial
waters since solubility of quartz considerably
increases when the particle size is below 10 um
and quartz 1s unknown in the fraction below the
0.1 um. This 1is however very unlikely since
interstitial waters can hardly be considered
silica-deficient and amorphous silica and opal,
mostly bilogenous, are the most soluble species
with a saturation concentration of about 120 ppm
at 25°C for both, though opal has a much lower
dissolution rate than amorphous silica.

The average residence time for silica in
the ocean is approximately 4000 years (Fig. 5).
The sources of particulate silica are river dis-
charges, wind transport and glect{al transport,
and the main sink is sediment burtial. As far as
dissolved silica is concerned, biological uptake
(8x1015 g/yr) by far over balances the input
through river outflow (4x1014 g/yr) and
re-solution of sediments (3x1012 g/yr) (HARRIS,
1966). Since the rate of formation of blogenous
silica is about 20 times larger than river dis-
charges and 3000 times larger than leaching from
non-biogenic sediments, one may conclude that
cycling of biogenous silica controls the concen-
trations of this nutrientz in the sea water.
Silica uptake takes place mainly at the euphotic
zone by diatoms. The re-solution of silica is
presumed to be a atrictly inorganic hydrolytic
process (GRILL and RICHARDS, 1964). As soon as
diatoms are ingested by grazers, the gilica is
returned practically unchanged 1in the form of
fecal pellets that become part of the detrital
component rapidly settling to the bottom where
decay produces regeneration of dissolved sil-
ica. A large part of the detrital silica may be
re-golved in the water column during the sinking
of the detritus, or at the water-sediment inter-
face by further biological decomposition. It
does not accumulate in the sediments unless the
sedimentation rate 18 so high that it over bal-
ances the re-solution. Biogeuous silica mate-
rials are converted through diagenesis into opal
aud even ‘crystallized out as quartz or chert
below highly productive areas.

Carbon and Oxygen Cycles. During the
photosynthetic process an amount of oxygen
equivalent to the carbon fixed 1is released to
the water and eventually to the atmosphere. In-
organic carbon (as C0p, HCO3, or CO3) is mnor-
mally in excess in sea water even in the extreme
case of large algal blooms. Besides, it has
almost unlimited reserves 1in the atmosphere.
Therefore we should not concern ourselves with
the details of its pathways in the marine eco-
system. Oxygen, not being in itself a growth
factor, plays a mafjor role in the process of
blological or chemical oxidation of the decad or
living organic matter dissolved or dispersed in
sea water since only in the presence of this
element can organic wmatter be converted by res-
piration and aerobic bacterizl action into COj
and simple 1inorganic saltwe. Oxidation of
organic matter can, however, proceed beyond the
availability of oxygen under anaerobic condi-
tions by using NO3, NO7, or even SO} as oxygen
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dance in natural waters. Volume of 'buildings'
roughly proportional to absolute amounts of sil-
ica in solution. Height of 'buildings' roughly
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solution. From SIEVER (1957), with permission
of American Mineralogist.

donors although this occurs only in extreme
eutrophic conditions and, so far, only the
bottom of the Black Sea and gome other smaller
and localized areas in the world ocean are known
to be affected by anoxia.

Oxygen, and to some extent, carbon dioxide
diasolved in sea water, are mainly controlled by
the combined action of several biological and
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physical processest

a. direct exchange between the sea water
and the air above it,

b, turbulent mixing with adjacent water
layers,

c. photosynthesis carried out by plants,
mainly phytoplankton, and

d. respiration and other biological and
chemical processes.
(Note: a discussion of these processes 1s also
included in the 1lectures on autotrophic
processes.)

Process (a) acts both ways across the sea
surface. Oxygen enters the sea when consumption
in respiratory processes lowers 1its concentra-
tion below saturation, and is lost to the atmo-
sphere when production by photosynthetic organ-
isms causes sgupersaturation. 0i1 films or
detergents dispersed in the surface layer may
decrease the rate of exchange of oxygen and COp
through the surface of the water by as much as
20%, but it may be doubled by strong wave action
(PERKINS, 1974). Optimal situations for process
(c) are found only in those waters that have a
good balance between the rate of supply of
nutrients and the intensity of the incoming
solar radiation within the adequate spectral
range. Owing to the reduced nutrient supply in
the upper portions of strongly stratified
waters, process (c) occurs more ‘efficiently
between the thermocline and the compensation
depth. This depth is usually established at or
near the 100 m in strongly stratified waters of
the Medicerranean due to their generally high
transparency, producing a maximum oxygen layer
between 50 and 75 m depth, typical of the oligo-
trophic reglons of the ocean. On the other
hand, vertical turbulence may strongly depress
photosynthetic production by keeping the organ-
isms for too long a time below the compensation
depth .

During the stratified season, process (b)
is enhanced by currents, and it is the principal
process which actually supplies oxygen to the
waters lying below the compensation depth. Pro-
cess (d) acts everywhere in the sea and is the
one responsible for the general decrease in dis-
solved oxygen concentrations with depth in the
world ocean as well as for some specific fea-
tures found in certain regions such as the oxy-
gen minimum layers or the anoxic basins. This
process is highly dependent on the temperature
of the water and on the amounts of organic mat-
ter, dead as well as 1living, produced in the
euphotic zone or discharged into the sea from
nearby land-baged sources.

Limiting Factors for Photosynthesis
and Biomass Production

In order for a plant cell to be able to
photosynthesize, CO7, nutrients and light are
required. A number of factors may affect the
rate at which photosynthetic organisms are
allowed to carry out this function. For a given
area, the overall biomass production is always
limited by nutrient availability though light
intensity and nutrient concentrations always

compete in limiting the actual photosynthetic
rate. Light is provided in the marine eanviron-
ment directly from the sun, through scattering
in the atmosphere and by re-radiation from
clouds. Light intensity is reduced downwards in
the sea through absorption and scattering by
water molecules and dissolved and dispersed
materials (JERLOV, 1968) including plants them-—
selves, The distribution of nutrients in the
seas has long been studied, and there is a great
deal of literature on the subject. In general,
concentrations are winimal at the surface and
increase with depth until the 700 to 1000 meters
depth is reached (Fig. 6). In this section,
however, we shall be concerned mainly with the
processes controlling the distribution of 1light
and nutrients in the upper 200 m of the sea
(Pig, 7) aud their relative contribution to the
photosynthetic rate.

If the kinetics of biomass production are
analyzed, two phenomena should be distinguished:
production of new material and regeneration.
DUGDALE and GOERING (1967) have proposed to make
this distinction on the basis of different
nitrogen compounds. Productfion based on nitrate
would be the new production while production
based on ammonia would be the regenerated
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Fig. 6. Nutrient profiles in the Catalan Sea,
a) Nitrate, and b) Silicate. From CRUZADO
(1981). "
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production. Though this is a useful approach,
the heart of the matter is the length of the
‘pathway followed by N in the ecosystem. New
production would be based on N having completed
a long cycle through producers, consumers, det-
ritus and decomposers, and being dbrought up to
the surface layer by diffusion or advection.
Regenerated production would be based on
recently freed N in a short cycle including both
producers and consumers, and this N cycling
becomes very important in the surface layers
when underlain by a strong pycnocline, which
acts to restrict vertical fluxes of N. There-
fore, if nutrient regeneration taking place at
great depths gives riee to new production, only
the part of the producers' biomass ingested by
grazers and passing 1into the detritus fraction
and being exported downwards would allow for new
production. The part remaining in the herbivor-
ous organisms that may be excreted near the sur-
face would support regenerated production. This
would be an important role of .the herbivorous
organisms which may turn out to control the
nutrient uptake kinetics.

Nutrient limitation. Numerous reviews on
the controlling role of nutrients for bilological
production 1in aquatic systems suggest that
phosphorus (P) and/or nitrogen (N) compounds are
normally the 1limiting factors. According to
many authors algal biomass productivity 1is
largely governed by the concentration of P
compounds in the euphotic zone. Several recent
reports, however, suggest that N 1is the most
important growth-limiting factor under normal
conditions as well as in eutrophic situations
when P compounds are supplied in much larger
proportion than N compounds (RYTHER and DUNSTAN,
1971). Silicon may also he a growth-limiting
factor for diatoms and silicoflagellates, but,
in general, silicon deficiency will cause
changes in populations to  non-siliceous
species.

The self~regulatory effect of nutrient con-
centration on the rate of uptake has been shown
to follow a Michaelis-Menten hyperbola when nat-
ural populations from eutrophic areas are stud-
ied (MACISAAC and DUGDALE, 1972)

S

Kg + 8 M

V = Vpax

where S is the ambient nutrient concentration
and Kg the concentrati¢n at which the specific
uptake rate V is 1/2 of the maximum attainable
rate Vyay+ Populations adapted to low nutrient
concentrations cannot react sufficiently fast to
near-gsaturating levels, their kinetics resulting
in truncated hyperbolae.

Nitrate and nitrite uptake seem to follow
identical kinetics (CONWAY, 1974), both rates
being equally suppressed by the existence of
ambient ammonia. The effect is experilenced by a
lowering of Vpax for nitrate that follows a
linear relationship witl ammonia concentratlons,
at least in the range 1 to 3 ug-at/% of ammo-
nfa. A time lag on the order of 1/10 to 1 hour
has been observed for this inhibitory effect.
Phosphate uptake shows similar kinetics, with
Kg ranging from 0.33 to 1.72 ug-at/f.
Phosphate is taken up in the dark when cultures
grown in continuous 1light become P 1limited.
Silicate kinetics, less well known, also follow
a hyperbolic law with Kg ranging from 0.2 to
3.4 ug-at/% of silicate. Vpoy for silicate
seems to be affected by 1light intensity, but
silicate uptake does not follow diel periodicity
when populations are subject to alternating
light-dark periods. Besides, quite high in
situ uptake rates were observed at great depths
relative to the depth of the ecuphotic zone
(DUGDALE, 1967).

Light 1limitation. DUGDALE (1976) has
reviewed the influence of 1light intensity on the
rate of nutrient uptake by phytoplankton.
Uptake of nitrate and ammonia is strongly depen—
dent upon light. Experiments with 15N ghow that
actual uptake rates fit a Michaelis-Menten
hyperbola when natural phytoplankton populations
are exposed to 1light {ntensity gradients at
nearly saturating nutrient levels

I,

_c 2)
K, + I,

V = Vpax

where I, = I, exp (-Kz) 1is the ambient light
intensity, K being the attenuation coefficient
of light in water. Kj values obtained fall in
the range 1 to 10% of the surface light inten-
sity, depending on the origin of the phyto-
plankton population observed. Deep populations
seem to be better adapted to low ambient light
levels.

According to LORENZEN (1976), the vertical
extent of the eupliotic zone is approximated by
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the depth at which 1X of the surface light
intensity exists. Changes in incident radiation
are reflected in changes in the euphotic eone
thickness since the compensation depth moves
vertically in response to changes in surface
light intensity. When computing the depth of
the euphotic zone, not only decline in surface
light intensity should be taken into account,
but also the duration of the sunlit portion of
the day, widely varying at high latitudes.

Attenuation due to the existence of phyto-
plankton organisms may strongly reduce the depth
of the compensation depth. Although the amount
of 1light back-radiated by eutrophic waters
(green) 1s larger than that back-radiated by
oligotrophic waters (blue), in general, shallow
euphotic zones allow a larger proportion of
incident radiation to be used in photosynthesis
while in thick euphotic zones most of the radi-
ant energy 1is absorbed by the water. LORENZEN
(1976) also found a direct relationship between
the radiant energy absorbed by phytoplankton and
the chlorophyll standing crop of the integrated
colunmn, WALSH (1976) has proposed a depth-
varying attenuation coefficient that takes into
account the self-shading effect of the phyto-
plankton population at every location

I, = I, exp (-rz) (3)
r = 0.16 + 0.0053 P + 0.039. p2/3 (4)

P being the density of phytoplankton expressed
in terms of nitrogen.

Multiple 1limiting factors. The actual
photosynthetic rate is the result of the inter-
action between a number of factors: 1ight,
nitrate, ammonia, phosphate, silicate and
others, some of which may be affected by other
extrinsic or intrinsic factors. To solve such
complex situations, two approaches may be taken
involving (a) interaction among the limiting
factors, or (b) Liebig's law of the minimum.

Taking a simplified example in which photo~
synthesis 1s assumed to be directly controlled
by nitrate uptake and light intensity, the first
approach would be condidering that the 1light
effect 18 a factor multiplying the wmaximum
uptake rate, while a Michaelis-Menten hyperbola
is controlling the nitrate uptake. The result-
ing photosynthetic rate would be

V=V, Iz 103 (5)
maX|gL + 1, Ky + NO3|

The second approach would be considering that
the smellest of the two rates, produced by
availability of 1light or by availability of
nitrate, would control the actual photosynthetic
rate, that is,

I, NO3

’ . (6)
K +1; K +Wj

V.= Vpax MIN

WALSH (1976) used the second approach in his
model of an upwelling ecosystem, selecting at
every time from the various' limitations, the
factor giving the smallest value to the photo-
synthetic rate

r Vo NOF
Ky + NO3

+ Vg NHj
Ky + NH3

Vg PO4
Kp + PO .
V = MIN (7
Vg S104

——

Kg + 5104

Vs I
\EL + Iz

where Vg is the maximum specific uptake rate and
Vp the specific uptake rate of nitrate in the
presence of ammonia.
4

Effect of Pollution on Marine Ecosystems

0i1 and petroleum products, synthetic
organics, metals in excess of the amounts nor-
mally present in sea water, thermal or nuclear
energy and many other categories of pollutants
may have, and in fact do have, negative effects
on the ecosystem. Perhaps the most dangerous of
all kinds of pollution, as far as the ecosystem
is concerned, is eutrophication. Eutrophication
is the enhancement of the biological turnover by
introduction of organic matter and/or nutrients
into the marine environment. The term 'organic
matter' 1s used in an ecological sense for the
decomposable matter, thus shells and other hard
skeletal parts of organic origin would not be
'organic matter.'

Most of the naturally occurring organic
matter in the marine environment has its origin
in planktonic detritus, forming relatively large
aggregates with bacteria, and in fecal pellets
that sink quickly to the bottom. Locally pro-
duced organic matter and humic compounds derived
from the land are rapidly assimilated by the
ecosysten. However, introduction with river
runoff or sewage diecharges of large amounte of
organic matter (detritus) tends to encourage the
development of the heterotrophic decomposers
component while introduction of nutrient ealts
favors the growth of the producers component.
The response of blological systems to increasing
concentration of trophic materials 1is an
increase in the respiratory demand in the waters
below the nuphotic zone and in the sediments.
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Oxygen consumption in sea water. The chain
of animal life in the deeper waters feeds mostly
upon the rain of organic material, relying on
the dissolved oxygen for respiration. Below the
euphotic zone there is a net consumption of oxy-
gen by respiration by animals and bacteria that
decompose organic matter. These processes are
accompanied by the release of CO» and nutrients
to the water that are often re-utilized by pho-
tosynthetic producers. A useful term to express
the amount of organic matter originally present
in the sea water 1s the oxygen consumption of
apparent oxygen utilization (AOU) given by the
difference between the actual oxygen concentra-
tion and the equilibrium saturation value. AQU
18 used to estimate the changes in oxygen con--
centration which have taken place since the
water left the surface layers where it was in
~equilibrium with the atmosphere. The rates of
oxygen consumption estimated by RILEY (1951),
WYRTKL (1962) and PACKARD et al. (1977) show an
exponential decrease with depth

R = Ry exp (-az) (8)

where Ry = 60 to 140x10710 n1/¢/sec,

3-4x10"5 en~l,

and a =

In most of the world's ocean, circulatory
processes replenish the depths with oxygen-
bearing water at rates such that oxidative
consumption does not exceed oxygen renewal, thus
never losing all the dissolved oxygen. However,
in special circumstances, generally where circu-
latory processes are restricted, and frequently
where the rate of primary production or dis-
charges of organic matter are high, the rate of
oxygen consumption outstrips that of renewal and
anoxlic conditions arise.

Concurrent with anoxia, denitrification
occurs and exhausts the supply of nitrate and
nitvite ions, leading to the onset of sulphate
reduction. Sulphide ion is produced during sul-
phate reduction, occurring in sea water mainly
as undissociated H3S and HS™., The introduction
of sulphite ion in the environment is a nearly
catastrophic event, since sulphides are highly
toxic and thus eliminate all organisms from the
ecosystem except anaerobic bacteria. Sulphides
form highly insoluble compounds with many metal
ions at the pH of sea water, and thus not only
do they tend to strip the water of ions of these
metals, but they also enrich the sediments with
their precipitates. Anoxic waters are by no
neans azolc or devoid of life. Although famil-
iar forms are missing, 1life persists even in
these most inhospitable regions of the sea.

Oxygen consumption in marine sediments.
Most of the organic matter in marine deposits 1is
mixed with fine particles of inorganic sediments
which may have been trapped in quiet parts of
the sea floor. Coarse sandy sediments tend to
be poor in -organic matter because they accumu-
late in agitated, well-ventilated waters, where
the light organic matter is mostly washed away
and the supply of oxygen is sufficient to result

in swift decay. The organic carbon in coarse
gsediments 18 generally less than 1X. In finer
sediments there is commonly a higher organic
content, in many cases, of several percent units
because light organic remains and clay both tend
to come to rest In quiet reglons of the sea
floor where there 1s poor ventilation of the
bottom water and a low rate of oxygen exchange
with the sediment. Thus, below a thin cover of
oxidized sediment, anaerobic conditions tend to
develop, owing to bacterial activity and lack of
oxygen supply by diffusion. However, various
nud-feeding animals stir the surface stratum and
burrow and plough through newly deposited sedi-
ment or seek protection by living below the sur-
face. Plant roots (e.g., mangroven) algo dis-
turb the lamination of sediments 1in shallow
water. As a result, decomposition of organic
matter 1s facilitated by bioturbation of
sediments.

Many marine gediments are anoxic. Natural
conditfons favorable for the formation of sedi-
ments rich in organic matter are found {in
regions of wupwelling or near estuaries. In
these areas, high primary production results in
accunulation of detrital material on the sea
floor and in development of anaerobic condi-
tions. Much organic matter can thus be pre-
served, in spite of ventilation of the overlying
waters. Conteants of over 10%Z organic carbon in
sediments are, however, rare, always being asso-
clated with anoxic conditions in the water
(Black Sea). With the lowering of the redox
potential (Eh), the thermodynamic drive is
diminished, and organic materials tend to accu-
mulate in the sediments rather than to be oxi-
dized. Thus sediments laid down under anoxic
conditions are considerably richer (up to 10
fold) in organic matter than are sediments
deposited under oxygen-bearing waters.

When H3S is produced in the sediments, the
probability that lethal conditions occur for the
fauna and flora in the overlying water 1is high.
Sulphide also combines with the oxides of 1iron,
blackening the anaerobic layer. The blackened
sulphite-containing sediments can be oxidized
rapidly in the presence of oxygen. The depth at
which black sulphides occur indicates the depth
to which significant amounts of oxygen pene-
trate, either by diffusion or by bioturbation.

Eutrophication. When large amounts of
organic matter or nutrients are introduced by
dn into the ecosystem, the ecosystem adjusts to
this perturbation. In the case of a discontin-
uous discharge, it tends to reestablish the
equilibrium around the previous normal state.
In the case of a continuous discharge, it will
change into a new 'polluted' state. These
changes may be advantageous to individual spe-
cies or populatfions and proceed up to an optimum
level, but thereafter, any increase in the con-
centration of the added subatances merely pro-
duces a decline of the most sensitive species of
populations. The self-purifying capacity of the
marine waters is directly connected to the pro-
cesses that control the oxygen balance. This
balance may be easily broken, giving rise to an
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oxygen-producing surface layer and an oxygen-—
consuming bottom layer with downwards transport
of oxygen being opposed by stably stratified
water columns., The situation is further compli-
cated by the fact that the oxygen produced in
the shallow euphotic zone, greatly reduced by
turbidity, tends to escape to the atmosphere,
while the organic matter produced tends to set-
tle, increasing the oxygen consumption of the
deeper layers. Once the oxygen cycle is broken,
the oxidation of organic matter proceeds through
anaerobic pathways. When sewage 1s continuously
discharged 1in excess of the self-purification
capacity into a coastal zone with restricted
circulation, the zone rapidly becomes a nui-
sance, turbid and foul-smelling. Essentially it
is converted from an oxygen based system to a
sulfur based one. Such a nuisance can be pre-
vented by limiting the quantities of organic
matter and nutrients discharged well below the
self-purification capacity of the recipient
water body.

Mediterranean waters are oligotrophic
except perhaps in the neighborhood of the large
rivers, and sediments have 1in general a low
organic carbon content due to the low biological
production of the waters and to the presence of
high oxygen concentrations in deep waters.
Therefore, local oxygen deficiencies are always
connected with eutrophicating sources, mostly
discharges of raw or treated urban effluents.
Sources of eutrophicants in the Mediterranean
Seca have been identiffed and thelr amounts and
effects estimated by UNEP (1978). Their dis-
tribution around the region 1is uneven with a
maximum in the northwest and in the Adriatic Sea
and a minimum on the southern shores. Owing to
the strong stratiffcation of the surface waters,
eutrophication 1s more acute in summer, when
ambient natural nutrient concentrations are low
and the oxygen transport through the thermocline
is strongly reduced. Winter mixing allows for
the required vertical transport of oxygen to
keep the deep waters and the sediments mostly
oxidized all over the HMediterranean Sea
(CRUZADO, 1978).

Although the major effect of eutrophication
is to change, 1f not to destroy, the equilibrium
of the marine ecosystem, some of these effects
are of direct conc.rn to man, and therefore mea-
sures have to be and have been taken in some
cases to avoid them. However, all of them are
of a very limited nature. A consideration of
the effect of necessary growth substances such
as nutrients and organic matter upon biological
systems yields a more lucid view of what 1is
meant by eutrophication and gives a clear indi-
cation of the essentially coaplex nature of the
ecosystems of which polluting sources must be
congidered integral parts.

Autotrophic Processes

Presentations on autotrophic processes were
made in three 1lectures. The first two dealt
with general principles and quantification of
pelagic autotrophic processes, while the third
dealt with those processes in a benthic system.

General Aspects of Autotrophic Processes

The growth of algae relies on factors such
as lIrradiance and the nutrient concentration
while phytoplankton abundance depends upon the
growth rate of the algae minus the losses due to
natural mortality, grazing, sinking, mixing, and
advection. Phytopleatton populations are
governed by two types of parameters. They are:

a. Physiological or functional parameters,
knowledge about which 18 largely derived from
experimental measurements, and

b. Environmental parameters, including the
avallability of light and nutrients, the hydro-
dynamic setting, and the behavior of the herbi-
vore.

Experimental Measurements. Light intensity
strongly affects the rate of photosynthesis.
This relationship 1is positive until the optimum
intensity 1is reached, at which point increases
above the optimum result in no change (satu-
rated) or become negative and photoinhibition
occurs. The photosyntheali—-light curve (P vs I
curve) 1is characteristic of the different natu-
ral phytoplankton populations. The two impor-
tant characteristics of the curve are its slope
AP/AI and the maximum photosynthesis rate, Ppax,
shown in Fig. 8. The initial slope is a func-
tion of the 1light reaction and is usually not
governed by other factors. It can be expressed
as number of oxygen moles evolved or carbon
assimilated per unit light intensity, in ein~
stein, as an assimilation index or quantum
yield. Ppay is a function of environmental lim-
iting factors as nutrients and temperature
(Figs. 9 and 10). Differences in the photosyn-
thetic efficiency allow tropical phytoplankton
species to utilize high light intensities at a
higher efficiency, while phytoplankton from
northern seas, adapted to lower light intensi-
ties, have depressed rates at the same intensi-
ties. However, the slope of the PI curves shows
that the latter has a higher absolute rate at
low light intensities (Fig. 1l1).

Two conclusions are generally accepted on
the nutrient uptake dynamics of phytoplankton:

a. At low nutrient concentrations, the
rate of uptake 13 proportional to the concentra-
tions (i.e., uptake is concentration dependent).

b. The total yield of the phytoplankton 1is
directly proportional to the initial concentra-
tion of the limiting nutrient, and independent
of the growth rate of phytoplankton.

It was later shown (CAPERON, 1967; DUGDALE,
1967) that nutrient uptake could be described
using enzyme kinetics (Michaelis-Menten)
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Kg + 8

V=

1)

where V = rate of nutrient uptake, Kg = sub-
strate concentration at which V '= V,/2 or half
saturation, Vp = maximum rate of nutrient
uptake, and S = nutrient concentration. The
half saturation constant, (Kg), appears to be an
important parameter separating phytoplankton
species. Survival depends upon the ability of a
species to assimilate low concentrations of
nutrients and on the minimum concentrations at
which the species can grow.

/lr.l!lal slope

PHOTOSYNTHETIC RATE

LIGHT INTENSITY

Fig. 8. Photosynthesis versus light relation-
ship, Ppax photosynthetic maximum, I, 1light
intensity at the compensation point, R respira-
tion, P, net photosynthesis, P, grow photosyn-
thesis, and Iy intersection of Ppyx and initial
slope. From PARSONS and TAKAMASHI (1973), with
permission of Pergamon Press.
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Fig. 9. PI curves for shade adapted communities
(1,2) and sun adapted community. From PARSONS
and TAKAHASHI  (1973), with permission of
Pergamon Press.
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Fig. 10. Photosynthesis versus environmental

factors, Fj} and F2. From PARSONS and TAKAHASHI
(1973), with permission of Pergamon Press.
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Fig. 11. Photosynthesis versus phosphate
(upper) and temperature (lower). From PARSONS
and TAKAHASHI (1973), with permission of Per-
ganon Press.

Several distinctions can be made based on
nutrient uptake by phytoplankton cells (e.g.,
PARSONS et al., 1977):

a. Coastal phytoplankton communities have
higher Kg values than the oceanic ones. Popula-
tions of the same species will have a different
Kg depending upon their original eavironment.
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b. Nutrient uptake {s affected by light
intensity. Under conditions of excess nutri-
ents, the rate of uptake in response to light
intensi{ty {s a hyperbola-shaped curve, and is
analogous to the photosynthesis vs light curve,
with an uptake inhibition at higher light {iaten~
sities (above 10% or 25% surface illumination).
On the other hand, in complete darkness, some
nutrients can be taken up {(ammonium more than
nitrate).

¢. Temperature algso affects the rate of
uptake. The value for Kz increases with
increasing temperature. The nutrient threshold
for growth is lower at lower temperatures.

d. Kg also increases with cell size.
Smaller cells w{il st{ll grow at concentrations
limiting the growth of larger cells.

e. The ability to take up nitrate and
ammonium at low concentrations differs with spe-
cles. Some take up nitrate at lower concentra-
tions than ammonium and vice-versa (Fig. 12).
Such variability in the nutrient properties
might throw light on some field observations and
on succession of species with each species hav-
ing a different optimal comhination of light
intensity and ¥Kg.

The effect of temperature on algal growth
rate in culture has been gummarized by EPPLEY
(1972). By plotting growth rate data vs temper-
ature, he obtained an empirical relation for the
maximum growth rate over a temperature range
betveen 0° and 40°C under continuous illumina-
tion in the equation:

logip u = 0.0275T - 0.070 (2)

u = the maximum growth rate in divisions/day,
and T the temperature °C. Nutrient regulation
of Ppay 18 governed by the rate of the dark
reactions through temperature.

Environmental parameters. The phyto-
plankton production cycles can vary in timing,
amplitude, and spread, either in different areas
or from year to year in the same area. Such
variations are largely governed by two factors:

a. The 'production ratio' (CUSHING, 1975)
or ratio of critical depth to depth of mixing,
Doy /Dy, which governs the start of production.

b. Grazing, and the delay perlod between
the start of a bloom and the appearance of
effective grazing.

A major factor in temperate latitudes is
the depth to which the water column is mixed.
At certailn times, winds, and/or convective mix-
ing in winter can cause phytoplankton cells to
be mixed below the euphotic layer (i.e., compen-
sation depth, D.). During this time, a loss
through respiration occurs and no net production
takes place. ’

In addition to the compensation depth,
another concept, the critical depth, D¢y, is
used to refer to the depth at which total photo-

synthesis in the water column i{s equal to total’

respiratfion of the primary producers. Dgy can
also be defined as the depth at which the

SPECIFIC GROWTH RATE ( doublings/day )

0. 1 { !
o) 1 2
AMMONIUM CONCENTRATION ( pg ot/L)
C
B
2
9
0 ) 1 .
o 2 4
NITRATE CONCENTRATION { pg ot /L)
Fig. 12, Specific growth rate versus ammonium

(A) and aitrate (B) concentrationa. !The light
of (B) 1s approximately 4 times that of (A).
a~Coccolithius huxleyl, b-Ditylum brightwellf,
c-Skeletonema costatum, and d-Dunaliella tertlo-
lecta. From PARSONS and TAKAHASHI (1973), with
permission of Pergamon Press.

average light intensity for the water column
equals the compensation light 1intensity.
SVERDRUP (1953) related the light compensation
fatensity to the compensation depth, Dy: .

Io = 0.5 Iye (3)
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where I, is the light intensity at compensation
depth; I, 1s the surface radiation; 0.5 is a
factor allowing for absorption of the longer and
shorter wavelengths in the first meter, D, is
the compensation depth (m), and k 1s the average
extinction coefficient. The relationship of
Doy the critical depth, to I, 1is obtained by
integrating and dividing by Dgpt

Dex
-kz
Io = 0.5 I, / .‘%_ (4)
er
0.5 1 -kD,
Ic = ?.. - e Cr) . (5)

The critical depth (D.p) can be obtained for any
water column, knowing the extinction coefficient
(k), incident light intensity (I,), and assuming
some value for I, by the equation:

0.5 I,
Ik

(6)

DC!‘

When the depth of the mixed layer 1is greater
than the critical depth, and photosynthesis in
the water column 1is less than respiration for
that area no net production can take place. On
the other hand, when the critical depth {is
greater than the depth of mixing net productlon
occurs and conditions for the onset of a bloom
are favorable (Fig. 13). The lower limit of the
mixed layer 1s often taken by the depth of the
first pycnocline.

The validity of the ‘'production ratio'
model depends upon several assumptions:

a. that the cells are uniformly distrib-
uted in the mixed layer,

b. - that nutrients are not limiting,

c. that the extinction coefficient in the
water column 18 constant (the average k can be
uged), and

d. that

depth.
With the development of the bloom, the first
agsumption becomes no more valid (Fig. 14) as
self-shading will occur. LORENZEN (1972) gave a
highly significant correlation between chloro-
phyll content and thickness of the euphotic zone
in the equation:

respiration 1is constant with

In € = 8.85 - 1.57 1In D¢ ¢))

C being the total chlorophyll a in the euphotic
layer in mg/mZ and D, equal to 1% light depth.

Grazing. After production has started in
early spring, the availability of food and the
rise in temperature induce the overwintered gen-
eration of herbivores to spawn. A new genera-
tion of grazers will appear after a lag period.
A longer lag allows the bloom to develop to a
higher amplitude and to last longer. 1In this
case the transfer of energy to the following

trophic levels is inefficient since much of the
fixed enexgy is lost to the benthic system by
sinking durirg the lag period. /A shorter lag
period 18 wussociated with continuous cycles of
low amplitude and with more efficient transfer
of energy. The grazing capacity of herbivores
as measured by different authors appears to vary
widely. In vitro measurements (MARSHALL et al.,
1935) show the ratio per body weight per day or
grazing iutake for maintenance of planktonic
herbivores to be about 7X.
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Fig. 13. Compensation and critical depth
relationships. From PARSONS and TAKAHASHI
(1973), with permission of Pergamon Press.
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Fig. l4. Phytoplankton blomass versus photosyn-
thetic rate after 3 time intervals (t) in shaded
area as mg Chl a/m’> and P, as mg C/mg Chl
a/day. From PARSONS and TAKAHASHI (1973), with
pernission of Pergamon Press.
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LUCAS (1936) found a ratio of 40X in a
flask of dense algal culture for Eurytemora
hirundoides. 1In the field, HARVEY et al. (1935)
and RILEY (1947a) estimated the ratio for short
periods in the sea to be 30-40%. The value of
7% has been used to obtain algal wortality due
to the grazing in a number of models, though it
1s now known that grazing capacity under experi-
mental conditions 18 1lower than might be
expected from grazing observed in the field.
'superfluous feeding' takes place at higher
algal densities. During the Spring phyto-
plankton peak, the maintenance ratio (expressed
in percent) could be as high as 359X, dropping
to a few % at low algal density. According to
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PETIPA (1966), this ratio 1s about 23% to 313%
in the Black Sea.

From reaspiration measurements, it appears
that the maintenance ratio for larger crustacean
zooplankton averages 10-20X and 40-60% for the
smaller ones. The most suitable prey density
appears to be in the range 200-1000 yg car-
bon/liter. Inhibition of grazing occurred at
higher prey density. A diel perfodicity was
also shown for zooplankton grazing, with bimodal
maxima at dawn and dusk with the lowest feeding
occurring at wmidday (BOUGIS, 1958), The filtra-—
tion rate is a function of animal size:

log P = n logW + log b. (8)

where the filtration rate (PF) is measured in
unite of ml swept clear per animal per hr, W is
expressed in mg dry body weight per animal, and
b 18 a filtering constant. The exponent n has
been calculated for boreal (0-8°C), temperate
(8-12°C), subtropical (12-20°C) and tropical
(20-30°C) habitat temperatures, and is summa-
rized in Table 1 (from CONOVER and HUNTLEY,
1980).

The b intercepts from these five regressions
approximately fall along the exponential curve

b = 3.345 0:177 9

where b is the filtering constant, T temperature
in °C and e the base of the natural log. Thus:

F = 3.347 e01172T “00824 . (10)

Ecological efficiency 1is the ratio of the
amount of energy extracted from one trophic
level to the amount supplied to the next trophic
level,

energy extracted from a trophic level

E = .
energy supplied to upper trophic level

Ecological effficiency as defined does not take
into account recycling processes. A 102 trans-
fer of material between trophic levels implies a
90% loss to the system.

Quantification of Autotrophic Processes

The complex conversions of inorganic sub-
stances into organic wmatter by 1living marine
plants are commonly termed ‘'autotrophis pro-
cessus.' A quantification of these processes is
paramount to any effort of ecosystem wodelling.
To date, the major emphasis has been directed
towards wmeasuring photosynthesis, nutrient
uptake and assimilation by phytoplankton of
pelagic systems in an effort to estimate their
rate of growth, Notwithstanding the increasing
senaltivity of methods, growth of phytoplankton
has been a difficult parameter to measure. The
difficulties in estimating autotrophic processes
rests within the two major components required
for quisntification. These components, sensitive
flux measurements and accurate biomass estimates
are equally difficult to obtain and often ave
not done concurrently. This weakness leaves
gaps which modellers fill with published data
giving at best order of wagnitude approx-
imations.

While much work has been done in defining
phytoplankton biomass in the past, only recently
has the need for flux measurements been fully
appreciated. The UNESCO SCOR publication
entitled, "Mathematical Models in Biological
Oceanography,” by PLATT et al. (1981), stressed
the following: "For understanding biological
oceanographic systems it 1s necessary to have at
least as much information on fluxes as on bio-
masg."” While measurements of all kinds of
fluxes are currently being made with improved
understanding, these measurements, like those
for biomass, suffer uncertainties that mak:
quantification, even of empirical facts diffi-
cult. Whenever possible, verification by more
than one method is necessary to substantiate the
rates measured.

A confusing terminology has developed along
with the increased efforts in measuring primary
production. CUSHING et al. (1958), and
STRICKLAND (1960) tock pains to clarify theac
terms, and it may be well to reiterate some of
thegse pertinent definitions. STRICKLAND'a
(1960) term 'primary product' referred to all

Table I. Summary of regression analyses of log F (ml/animal/hr) on
log W (mg dry weight/animal) at different habitat temperatures

Equation of the

Coefiicient of 95% C.L.

No. of regression line Determination on slope,
Habitat data log F=nlogW+log b (r?) n
Boreal 128 log F = 0,820 log W + 0.67 0.884 0.052
Temperate 220 log F = 0.768 log W + 1.06 0.810 0.025
Subtropical 113 log F = 0,778 log W + 1.65 0.903 0.047
Subtropical* 483 log F = 0.868 log W + 2.01 0.346 0.033
Tropical 48 log F = 0,885 log W + 2.49 0.824 0.118

Measurements between 12.5-159C
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the autotrophic plants in the egea. Some
descriptors of the primary product are:

as Standing stock, the quantity of plants
present at any given tine (CUSHING et al.,
1958).

b. Biomass, the quantity of plant material
as measured through cellular constituents as
C, N, P, Chl-a, ATP, DNA, etc.,, in units of
ug/L, mg, or g/m3 or g/m2 when integrated for
the water colummn.

¢c. Plasma volume, the cell volume less
skeleton and vacuoles, 1.e., volume of living
matter (LOHMANN, 1908) in units of 3,

Unlike the quantities just mentioned, 'primary
production' refers Lo a rate necasurement and
should not be confused with measurements of
standing crop or biomass. Its descriptors are:

a. Primary Productivity, the autosynthesis
of inorganic constituents (carbon, nitrogen,
phosphorus, etc.) into organic constituents.
Units as ug G/, mg C/m3 or integrated as g/m2.

b. Gross Primary Production, the photosyn-—
thesis before correction for respiration and
excretion.

¢+« HNet Primary Production, the net rate of
production of plant organisms under the influ-
ence of all environmental factors including
death and predation.

Autotrophic biomass. When growth is mea-
sured directly from a phytoplankton population,
changes in cell number per unit of time are
required to calculate the growth rate constants
u or k in equations 2 and 3. However, single
phytoplankton counts can be used with appropri-
ate flux nmeasurements to calculate growth. This
requires abundance values to be converted into
biomass. If an electronic particle counter is
used, counting 1is facilitated, and portions of
the population can be quantified as having a
known mean spherical diamever from which volume
is easily calculated. Microscopic counts are
more difficult to convert to biomass. LORMANN
(1908) introduced the concept that surface and
volume relationships can be used to calculate
volumes of 'living matter' or plasma volume
(PV). He used the relationship:

PV = 1.10 [(surface area, (umz)(l 2um) +
(protoplasmic bridge volume, um )] (11)

A value between 1 and 2 was used for the thick-
ness of the cytoplasm, and the volume of the
protoplasmic bridge was measured (um ). SMAYDA
(1965 and 1978) mwodified this equation to read:

PV = (surface ares, umz)(cytoplaemic layer,
1~2pm) + 0.10 (total cell volume, um ) (12)

Thils equation vesults in less than 10X
error from the former and reduces the number of
measurements considerably. In either case the
method of conversion ;0 plasma volume is cumber-
some but highly accurate for final carbon con-
tent. This method can be used when there is a
concomitant taxonomic study requiring precise
measurements of species in a natural popula~

tion. Conversion from plasma volume to cellular
carbon can be made using the equations of
STRATHMANN (1967):

log C = 0.892 (log PV)-0.610. (13

When only cell volume is available, a short cut,
less accurate estimate can be obtained from:

log C = 0.758 (log V)-0.422 (diatoms), (14)
log C = 0.866 (log V)-0.460 (other species).(15)

EPPLEY (see SMAYDA, 1978) slightly modified
these equations giving greater precision as:

log C = 0.76 (log V)-0.35 (diatoms), (16)
log C = 0,94 (log V)-0.60 (other specles). (17)

Converting phytoplankton into carbon biomass
allows an estimation of a carbon based growth
rate when coupled with primary production rates.

Phytoplankton carbon can be measured
directly from natural populations providing the
in carbon content. In some instances, differ-
ences of three orders of magnitude were found in
this ratio. However, a judiclous usage of C/Chl
a ratio may prove a ugeful, 1f not entirely
accurate, means of estimating phytoplankton
carbon.

Within relatively stable environments, as
central oceanic gyres, a relationship between
carbon and chlorophyll a biomass wmay occur
allowing Chl a measurements to estimate phyto-
plankton carbon directly. Since chlorophyll is
unique to plants, Chl a measurements do allow a
rapid coaversion to carbon biomass, providing
that a relatively constant carbon/chlorophyll a
ratio exists. BANSE (1977) reviewed some prob-
lems in coupling Chl a fluctuations with changes
in carbon content. In some instances, differ-
ences of three orders of magnitude were found in
this ratio. However, a judicicus ugsage of C/Chl
a ratio may prove a useful, if not entirely
accurate, wmeans of estimating phytoplankton
carbon.

An alternate method involves the measure-
ment of phytoplankton ATP as described by HOLM-
HANSEN and BOOTH (1966). Since ATP 1is associ-
ated only with living organisms and transiently
with inert material, a C/ATP ratio can be effec-
tively used to estimate carbon. A C/ATP ratio
of 250 was measured for a large number of dif-
ferant oceanic specles by HOIM-HANSEN and BOOTH
(1966). Evidence that this ratio 1s not
constant and can vary with the nutritional state
of the phytoplankton has also been noted
(SAKSHAUG, 1977 and HOLM-HANSEN, ).970). BANSE
(1980) also reviewed potential errors in ATP
measurements, and KARL (1980) has recently given
a complete review of ATP and its application in
bilomass wmeasurements. Again, with judicious
usage and in tandem with other methods for esti-
mating carbon, ATP can be an effective means for
converting to phytoplankton carbon.
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An  interceting alternative method was
proposed by EPPLEY (1968) using 24 and 48 hr
incubations of phytoplankton exposed to l4c-
bicarbonate. Initial cell carbon (Py) could be
calculated from ¢ incorporated into phyto-
plankton from the equationt

ap}

P —_ 18
© " apy - a2py (18)

where AP; = l4C taken up ov:i. 24 hr and APy =
14C taken up over 48 hr. This wethod allows for
the measurement of carbon biomass and an esti-
mate of growth (k) based on carbon turnover.
The erroras in this method are those commonly
given for 14¢ fncubations (see GIESKE et al.,
1978; HARRIS, 1978; or FETERSON, 1980).

Autotrophic flwy measurements. The growth
constant (p or k) of a phytoplankton population
can be obtained directly through cell counte or
indirectly by the use of biomass aud an appro-
priate flux measurement. The direct measurement
involves detecting changes in cell numbers with
tine. These values can then be applied to equa-
tions such as those given by GUILLARD (1973) to
calculate wmaximum growth. In the ocean, how-
ever, this uethod is only practical in rela-
tively stable waters, in situations in which the
sanpling of the same population is insured by
drogue tracking. Entrainment of natural popula-
tiong can be accomplished by dialysis culture
(SAKSHAUG, 1977; and KOSSUT and MARSTRINI, 1977)
or plankton cages (SAKSHAUG and JENSEN, 1978).
These methods »snre most accurate 1in measuring
growth.

Indirect calculations of growth can be made
using observations of dividing cells. SWIFT and
DURBIN (1972) used this method for obtaining 'in
situ' growth of oceanic dinoflagellate
Pyrocyetis, WEILER and EPPLEY, 1979, and
WEILER, 1980 obtained growth rates of Ceratium
species by observing the frequency of division
stages to obtain a mean frequency maximum and
then applying the equation below:

F = (atb)/(atbte) (19)

where 4 1is the number of nondividing cells, b is
the number of cells containing 2 nuclei, and ¢
is the number of recently divided cells. From
this growth was calculated as:

ny = 1/t In(l + Fpax). (20)

WILLIAMS (1965) used obssrvations of cellu-
lar dimensions of salt marsh diatoms to derive a
relationship between volume, area and maximum
growth rate (Kpax). His equations are:

Kpax = 3.75 - 0.7 (log cell volume) (21)

»11 ares 1/2
Kgax = -0.01 + 1,64 | 5.2 8F€& 1777, (92
[cell volume] (22)

Although highly accurate, measurements employing
direct observations are slow, labor intensive,
and at certain times, applicable to only certain
species. SUTCLIFF et al. (1970) developed a
method using an electronic particle counter to
determine production and standing stock of par-
ticulate matter in surface waters. This method
has not been fully evaluated, but of course the
particle counter does not discriminate between
living and Jinert particles nor between species
having similar sizes. Use of a counting device
having a fluorometric detector may greatly
improve this method.

Formulations for estimating growth of
phytoplankton indirectly have also been pro-
posed. CUSHING (1959) used the following equa-
tion for estimating growth (R) as divisions in
the mixed layer:t

D
R = ._G_ (23)

" Dp
where R, = division in the euphotic zone, and
D, and are the compensation and mixed layer

depths, respectively.

The 14C 1incubation of EPPLEY (1968) men-
tioned previously could also be used to calcu-
late growth (u) as follows:

= 1/t(days) 1n 2F2 = 8P1 (24)
APy :

The elements are the same as those noted

previously.

An empirical formulation for growth (i) was
given by EPPLEY and SLOAN (1966) by

I, {100.036T-0.28)
u = (25)
0.015 + 1,

where I, = I, [4.3 I, + 0.18] [1-10-100(Chl-a)},
T = temgerature (°C), 1, = incident radiation (g
cal./cm#/min,), and Chl-a = cell chlorophyll~a
picograms/um3). THOMAS (1970) calculated a spe-
cific growth rate for fhytoplankton using a car-
bon/Chl-a ratio and l4¢ production measurements
as follows:

y o= loggp(R*Chl~a + Prod.)-~loga(R*Chl-a)

26
1 day (26)

where R = C/Chl-a ratio and Prod. = daily l4¢
uptake.

The theory of nutrient 1limitation proposed
by DUGDALE (1967) and discussed in a previous
section stimulsted much work to quantify the
effect of nutrient 1limitation, particularly
nitrogen, on phytoplankton growth rate. EPPLEY
and THMAS (1969) proposed the following equa-
tion for calculating growth as doublings of cell
nitrogen (v) as:
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logy 10 .
uptake period (days)

27

iMoles cell-N + uMoles NO3~ uptake

lo .
| 210 wMoles Cell-N

The same equatfion can be applied to the uptake
of any limiting nutrient to determine thu growth
based on the doubling time of that nutrient.
Enzyme activity such as nitrate reductase and
nitrite reductase can be ugsed to calculate
growth of nitrate limited populations of phyto-
plankton in the following equation:

Kk = 1032.(.&;;"").% (28)

(4]

where N, = particulate phytoplankton nitrogen,
AN = amount of nitrate or nitrite reduced/day,
and t = time (days). To accurately estimate
growth through nutrient uptake or. enzyme activ-—
ity in the previous equations, care must be
taken to use that nutrient which limits growth
thus dependent wupon 1its supply. Earlier
attempts to use nutrients in estimating growth
such as those of RILEY (1956) for Long Island
Sound and STEELE (1958a) for the North Sea were
based primarily on phosphorus. These studies
tried to relate biological change or production
which were thought to be limited by phosphorus.

Light can also be considered as.a limiting
variable in formulating equations for predicting
growth or production. GRAN and BRAARUD (1935)
proposed the critical depth hypothesis which
SVERDRUP (1953) quantified with numerous obser-
vations. RYTHER (1956) and RYTHER and YENTSCH
(1958) used light saturated photosynthesis and
chlorophyll to determine relative photosynthesis
as

R
P= -k—B—'Psat (29)

Pq = Ry*Cyq*3.7 g C/g Chl a/hr (30)

respectively, where R = grams C fixed/m3/day,
Rg= Daily relative photosynthesis/m~/day for
appropriate I,, k = extinction coefficient (m),
P(sat)= gross photosynthesis at 1light satura-
tion, R = relative daily photosynthesis (I,;R=Rg4
at depth d), P4= daily total photosynthesis, C =
g chlorophyll/m3, and C4= g chlorophyll/m3 at
depth d.

When light 18 considered a 1limiting sub-
strate for photosynthesis, the hyperbolic ana-

loge of Michaelis-Menten kinetics can be
applied. Photosynthesis rate can be calculated
from:

P = Paan) (=D (31)
i

where Ppoy = photosynthesis at saturating light,
I = mean daily photosynthetically available
light, and Ky = gaturating light intensity.
The I in the above equation is calculated as

I~ .ll(ﬁ-u-e-kz) (32)

with k = the extinction coefficient of 1light,
and z = depth.

The photosynthetic response to light by
plants can be effected by the light prehistory
as demonstrated by BORDMAN (1977). Recently
FALKOWSKI (1980) discussed the role of light-
shade adapted species of marine phytoplankton.
A quantification of the light curve for photo-
synthesis will depend to some degree on the
light conditioning of the phytoplankton popula-
tion, JASSBY and PLATT (1976) and PLATT and
JASSBY (1976) sugpest that the slope (a) of the
linear portion of the light saturation curve is
most useful in predicting specific photosyn-
thetic rates. They derived the following equa-
tion from a large data set:

B B

B B
P = Ry tanh (o I/PM) - R (33)

where PB = gppecific rate of photosynthesis

ngC/mg Chl a/hr), a = slope of the linear por-
tion of light saturation curve, I = {irradiance
(W/m2), and RB = gpecific rate of respiration
(mg C/mg Chl a/hr).

While this presentation was not meant to be
an exhaustive review of all formulations pro-
posed for describing autotrophic processes in
the sea, it is hoped that through the discussion
of those presented, an indication of the differ-
ent approaches and the scope of the problem was
given. Whether direct or indirect methods are
ugsed, the quantification of autotrophic pro-
cesses remains an essential portion of any eco-
gystem model.

Benthic Autotrophic Processes

In shallow coastal marine waters the sea
bottom and 1its assoclated organisms (the ben-
thos) play a considerable role in the overall
processes of the ecosystem. The benthic bound-
ary 1is strongly coupled to the water column,
exchanging organic and 1inorganic matter with
it.

Sediments are deposited and may be resus-
pended. Active resuspension may affect the
transparency of the overlying water. Nutrients
entering the sea bottom, either in the form of
organic matter or absorbed to inorganic par-
ticles, may be stored and released to the water
column. Organic matter is produced on well-1lit
areas of the sea bottom sometimes in great quan-
tities. (e.g., inter- and sub-tidal sea grass
beds on sediments or algae on rocky surfaces) of
which a high proportion may be exported to the
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water column. Conversely, deep bottoms receive
organic matter through deposition which i3
stored, decomposed, and subsequently released as
nutrients to the overlying water.

The distribution of benthic blomes 1is
largely controlled by the 1light and by the
coastal inclination of the bottom and water
movement at the coast (which are factors deter-
mining the sediment composition and stability).
Unlike terrestrial systems, production often
differs greatly from consumption. High fluxes
across the boundaries of biomes are maintained
by the transport qualities of water for organic
matter and nutrients. At one extreme, we find

highly productive systems (such as salt marshes,

sea grass meadows, kelp beds or coral reefs)
exporting organic matter, and at the other
extreme we find the all-consumer systems, such
as sea caves or the majority of deeper bottoms.

The main export pathways of organic matter
from primary production are:

a. through soluble organic matter leaching
through cell walls, a process which may remove
up to 70% of the net primary production in algae
(KHAILOV and BURLAKOWA, 1969; SIEBURTH and
JENSEN, 1969) and which contributes to the pool
of dissolved organic matter in the water column;

b. erosion of parts of thalli and leaves
in algae and sea grasses which, depending on
particle size, stay suspended as particulate
organic matter in the water column or enter
ad jacent benthic systems;

c. leaf fall in see grasses which mainly
acts to export organics to other benthic sys-
tems; and

d. migrating stocks of consumers which
come to feed in the benthic system. Higher
trophic levels in the benthos may export a con-
siderable part of their production through pela-
glc larvae.

Jmports into benthic systems occur through
the sedimentation of particulate organic matter
which {s consumed by deposit feeders; the trans-
portation by water wmovements of dissolved and
particulate organic matter to filter feeders;
and the migration of benthic animals {into the
water column to feed there (Fig. 15).

2
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Fig. 15, Sketch of imports and exports from the
benthic system.

Benthic systems are highly structured;
benchic food chains are often complicated; close

relationships between organisms, such as symbi-
ogses, are abundant; and many features of the
benthos have a strong historical component. The
large size and the relative longevity of organ-
isms belonging to 1low trophic levels makes
storages in the form of biomass with low respi-
ration to biomass ratlios an important feature
(Table II),

Total community biomass 1is not saimply
dependent on the magnitude of energy flow (gross
production, total assimilation) in a trend to
maximize persistent biomass (ODUM, 1956 and
O'NEILL, 1976) but may vary over a wide range of
turnover-body slze relationships (Fig. 16).
This may have to do with the destructive effect
of opportunistic flows discharging storages
under severe perturbations. Stadbilizing stor-
ages have a highly selective advantage for the
aystem when input fluctuations are high and when
concurrently the probability of perturbations
exceeding the tolerance limits of the system is
low. An example {g found in the high biomass
epifauna community developed in certain regions
of the North Adriatic. This community, consist-
ing of about 90X filter feeders (by biomass), is
able to convert organic matter from the water
column to benthic biomass with a high
efficiency. Since its metabolism to unit body
weight relationship 1s about 1/25 that of the
water column organisms (including bacteria), it
effectively damps 1input pulses that increase
water column organic matter (OTT and FEDRA,
1977) (Fig. 17).

biomass [1019 -m'qJ

—T >—

[ 00 1000 0000
production [g-m”-l" ]

Fig. 16. Relationship between community biomass
and an energy flow measure (net production pro-
ducer dominated communities, respiration for
consumer systems). Values for consumer sygtems
(triangles) are per 10n2, Different levels of
biomass are indicated by eye-fitted lines repre-
genting the energy flow dependency.
/
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Pigs 17. Model of the regulatory properties of
henthic macrofauna biomass on total system
(benthic and pelagic) metabolism. The solid
lines represent the increase 1in total system
metabolism (e.g, respiration) after the pelagic
component. has been increased by a factor k over
a variety of water column to benthic biomass
relationships: (a) no removal of pelagic organic
matter and incorporation by the benthos (b) -the
benthos crops pelagic organic matter down to its
original density and all excess energy goes into
benthic biomass increase. The regulative capa-
city (broken 1line, a:b) has a maximum at a cer-
tain biomass ratio depending on removal effi-
ciency. From OTT and MAURER (1977).

Benthic primary production by umacrophytes
locally exceeds the productfon of the phyto-
plankton of the overlying water (MANN, 1972),
However, very 1little of this high amount of
organic matter produced enters the grazing food
chain. Grazing in this context is defined as
the concumption of 1living plant tissue that 1is
active in the maintenance and propagation of the
macrophyte stand or standing stock. For exam-—
ple, the animals feeding on those 1living parts
of kelp thalli or sea grass leaves that have
been detached by wave action are not considered
grazers since that consumption, does not influ-
ence plgpt growth).

Aquatic macrophytes either grow in places
where the action of grazers i{s limited by other
environmental factors (e.g., water wmovement in
the case of kelp beds), or they are unpalatable
or poisonous. Where the rate of nutrient regen-
eration within the system is critical (that is,
when residence time of nutrients in the system
is longer than turnover time of the plant for
the respective nutrient) (Fig. 18), grazing
plays a larger role and may even be enhanced (as
it is in terrestrial grasslands). The loss of
tissue to the grazers 1s proportionally paid
back through the work done by grazers regulating
the remineralization rates. Evolution of grazer
defense mechanisms would in these cases disrupt

!
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Fig. 18. Turnover time of the major primary
producers versus residence time for mineral
nutrients in various ecosystems. In the systems
below the line, residence time of nutrients is
more than 10 times the turnover time. In these
gystems high grazing rates are common.

the recycling processes and favor the
replacementyof the ecosystem by competing sys-—
tems. In mhcrophyte stands a large proportion
of the remingralization takes place outside the
stand, and pkoduction is maintained by imports
of nutrients ifrom the water coluun. In this
case a strategy of grazer defense is successful
(Fig. 19). Benthic macrophytes can also supple-
ment their putrient requirements from the sedi-
ment depend&ng on the nutrient avallability in
the interstitial water and their physiological
capabilities to extract from this pool. Excess
uptake of phosphorus and release of inorganic
phosphate has been demonstrated for the sea
grass Zostera marina (MACROY et al., 1972). The
pattern of macrophyte production may be compli~
cated by the translocation of storage products
into special organs during times of highest car-
bon fixation. These storages may be used during
times that are unfavorable to unet carbon fixa-
tion (in winter at low light intensity and tem-
perature) and thence be conveiteq into photosyn-
thetic biomass. By this mechanisn, kelp and the
sea grass Posidonla oceanica are able to incor-
porate N and P during the winter when phyto-
plankton and small annual epiphytes are limited
by light and temperature (MANN, 1973). In Posi-
donia there is a net flow of carbohydrates into
the vhizomes during spring to early summer, a
time when the rhizomes and stems are packed with
starch. During autumn and through winter, this
flow is reversed to produce leaves until the
storage i1s emptied by February (OTT, 1980). The
pattern of leaf growth suggests that it 1is an
adaptation to the overgrowth of older parts of
the leaf surface by epiphytes. Both growth and
production pattern have been fixed as a strategy
in a circa-annual rhythm (OTT, 1979).
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Fig. 19. Relative importance of remineralization within the ecosystem in a typical

terrestrial system (upper graph) and an aquatic macrophyte system (lower graph). The

‘terrestrial system remineralization in.the system is the quantitatively more important

process; the aquatic system however depends on large amounts of outside nutrient supply

to compensate for losses through water transport. Modified from OTT and MAURER (1977).
A

Table\1I. Comparison between community biomass and an energy flow measure (production,
respiration) for various terrestrial and aquatic communities.

(1)  PRODUCTION(2)
SYSTEM BIGMASS RESPIRATION SOURCE
1. Tropical rain forest 45000-75000 1000-3500
2. Temperate forest 24000 600-2500
3. Boreal forest 20000-52000 200-1500
4. Mediterranean scrub 26000 250-1500
5. Tundra 100- 3000 200~ 400 LEITH and
6. Tropical grassland 1000- 5000 200-2000 WHITTAKER, 1975
7. Temperate grassland 1000~ 3000 100-1500
8. Cultivated anaual crop 3500 100-4000
9. Marshes 2500-10000 800-4000
10. Oceanic plankton 1-5 20- 80
11. Neritic plankton 1 - 40 500- 900
12. Reefs, estuaries 40- 4000 2000-6000
13. Posidonia oceanica 1200- 1700 3200 OTT, 1980
14. Seagrass (general) 800- 8000 1500-6000
15. Sublittoral sand 10~ 30 10- 20
16. Intertidal sandflat 50- 80 210- 300 PAMATMAT, 1968
17. Tropical benthic microflaur 0.3- 2 15- 160 BUNT et al., 1972a
18. O-R-M community (macrofauna) 29.2 11.4 OTT and FEDRs&, 1977
19. Mudflat (wmacrofauna) 5~ 15 2.1- 14 PAMATMAT, 1968
20. Tropical sublittoral sand ) :
(macrofauna) 0.4-1.4 0.73-0.88 SMITH et al., 1972
21. O-R-M community (total) 32 26 OTT and FEDRA, 1977
22. Tropical sublittoral sand
(total) 0.5-1.5 26.6-37.8 SIITH et al., 1972
(1) Biomass in g/m2 (2) PNet production in g/mzéa (1-17),

respiration in mg 0z/m
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Heterotrophic Processes

Introduction

The planktonic ecosystem will be mainly
considered here, because {t is much simpler to
describe than the benthic one. In the latter,
the presence of a substrate generates behavioral
patterns which often overrule the elementary
processes. Also because of the importance of
settled organisms and of sawimming planktonic
larval components, any description must neces-
garlly take into account the spatial structure
of the benthic environment., Nevertheless, the
following remarks can be applied to bottom
fauna, because the elementary processes that
control the terms of the energy balance have the
same basis among all animals. In the planktonic
field, a credible description can be rendered by
assuming horizontal homogeneity. However,
environmental variability cannot generally be
ignored.

Secondary production is defined as the pro-
duction of herbivores and tertiary production as
the production of carnivores. Both are
expressed in terms of an increase in biomass per
unit time, where the biomass may be wet weight,
dry weight, or carbon per unit volume. Whereas
primary production 1is easy to measure, because
the photosynthetic apparatus is a common charac-
teristic of all plants, it 18 nearly impossible
to delineate any measurable. boundary between
secondary, tectiary productfion or higher produc~-
tions. This 1s because our concept of the
food-chain 18 just an artifice that greatly sim-
plifies the natural system, for which such
boundaries are less distinct.

The relations between animals themselvds,
such as interactions between levels or competi-
tion, and those between animals and plants (or
even detrital organics) constitute a coumplex
network that must be translated into a simpli-
fied picture that can serve as the basis for a
conceptual model of the system. The measuring
of secondary production at sea is made difficult
by our inability to separate the contribution of
herblvores from that of heterotrophic organ-
isms. A better approach to making this estimate
might be to describe and to quantify the rela-
tionship between specles or groups of species,
to construct a model, and then to calculate the
flow of matter goirg through the herbivore.

The Trophic Network

Herbivores. The flow of substances synthe-
aized through photosynthesis 18 distributed
among all plant species encountered at sea.
However, herbivores are not strictly linked to
1iving algal cells. It has been shown that they
feed on suspended particles regardless of what
they are, i.e., 1iving orgaulems, flagellates,
diatoms, etc., or remains of dead organisms.
These animals are generally filter-feeders that
generate water-currents to bring particles
within the vicinity of their seizing organs or
iato their filtrating structures (nets,

‘vores are found above the herbivores.

houges)s They do not capture all the particles
with the same efficiency, the differences being
due either to the morphological characteristics
of their seizing device, or to a deliberate
selection controlled by the animal or by the
particle's characteristics (e.g., motility). Ae
a rough estimate, selizing efficlency can be con-
sidered as depending on the anatomical charac-
teristics of the animal, but the deliberate
cholce operated by the animal or its filtration
device must be taken into account as the second
most important factor.

In the trophic network, the herbivores are
related to all phytoplanktonic species and all
kinds of particles, but the rate of food con-
sunption will depend on two parameters: the max-
imun ingestion rate (specific to the animal) and
the efficlency of capture (characteristic of
both the animal and the particle involved).

In the trophic network, carni-
They may
be true carnivores or occasional ones, the lat-
ter being herbivores which seize animal prey
when such an opportunity arises. This is also a
definition of omnivores.

Carnivores.

Congidering what is known of the food hab-
its of a group, it is possible to draw a graph
with arrows connecting as many circles as groups
considered in the ecosystem. It 1is at present
impossible to draw a graph for all the specles
which have been identified at sea.

The study of gut contents does not often
yleld a solution to the problem, because the
ingested organisms are digested at different
speeds and some of them are impossible to iden-
tify. A better approach is to try to cluster
species showing the same feeding behavior; this
is quite convenient for some systematic groups
(salps, siphonophores, chetognaths, ciliates),
but it should be only a step towards a better
repregsentation of the trophic network. Each of
these groups can then be represented by a ‘mean

organism' whose behavior aund physiology 1is
representative of the different specles so
aggociated.

When delineating and modelling the trophic
network, it 1is important to bear in mind the
relative role that a group or a species plays
within the spatial and temporal context in which
ir is represented. The description of the net-
work cannot practically extend to rare or occa-
sional species; it seems obvious that there is
little use 1in taking inte account whales when
representing the trophic network of a coastal
bay. However, it may not be so with specles
which appear only during a few weeks in the
year, but which are extremely abundant (medusae,
pteropod wnolluscs, salps), or with organisms
whose influence 1is intense, e.g., man through
his various activities (fisheries, pollution,
etc.). Indeed, these organisms can create
impulses which may propagate throughout the
trophic network.
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Different Kinds of Heterotrophs

There are heterotrophs of all sizes., Among
the smaller ones are bacteria that feed on the
particulate organic matter or on dissolved
organic matter resulting from the remains of
dead organisms., .The heterotrophe have two
actions: they consume living or dead matter
(complex organic molecules), and they regenerate
nutrients, both of which increase their bio-
mass. Usually they give back to the cnvironment
mineral elements (nutrients, CO3)! a process
which is veferred to as regeneration. Neverthe-
less, when the ratio of essential elements
(N,P,C) 18 not correct in the organic matter,
they can assimilate inorganic nutrients. This
observation shows that it 1is necessary to con-
sider elemental ratios in models. These pro-
cesges are found among all heterotrophs in vari-
able degrees. The smallest heterotrophs, bacte-
ria, regenerate more matter than they use for
their own growth. Of the matter consumed by a
heterotroph, the proportion which is keyt for
growth and the amount regenerated depends on
certain environmental controls (temperature,
etc.).

Bacteria. Bacteria have a systematic
diversity. Depending on what group they belong

to, they have a primary metabolic activity
(nitrate reduction, nitrification, methane pro-
duction, etc.). A good proportion of species
can adapt their activity to the most abundant
substrate. The different kinds are:

a. those that break large organic mole-
cules into smaller ones, keeping in the process
the nutrients which they need for their growth
(N,P,C, etc.); and if the organic matter does
not have enough nitrogen in it, they can absorb
ammonia from the envlironment;

b. those that use the smallest organic
molecules and decay them while regenerating nu-
trients such as NH4 and PO4; and

c. those capable of oxidizing nitrogen
(nitrifying bacteria); they use ammonia as an
electron acceptor, and compared to the first two
kinds they grow very slowly.

The bacteria which decay and mineralize the
organic matter predominate in zones of intense
biological activity (euphotic zone).

Nannoplankton. These species are generally
ignored 1In conceptual models of the ecosystem,
although these organisms are able to absorb
organic compounds (dissolved organic matter).
Some of them have no chloroplasts and can be
considered as true heterotrophs. Others are
occasional heterotrophs, utilizing these com-
pounds when light energy is weak, or when the
organic matter concentration is high.

Ciliates. These small organisms (5 to 40
ym) multiply very quickly. They are extremely
motile and they can capture the particles which
are the most adapted to the characteristics of
their filtering cflia network. They compete
with other microfilter~feeders, such as benthic
organisme' larvae and salps. They develop when
the nannoplankton, inefficiently captured by the
copepods, gro up. They are efficiently cap-

//l

tured by the copepods and in the process they

realize a conversion of small particles to large.

ones.

Crustacea. Since they dominate phytoplank-
ton dynamics, crustacea are usually taken as
representative of heterotrophs. The most abun-
dant are copepods, Some of them are real

~carnivores and their appendages can only seize

large prey. The remainder are omnivorous and
capture any kind of particle, dead or alive.

Tunicates. Tunicates include two important
groups!

a. Appendicularians are organisms which
build a house and can capture particles in a
restricted size range. Their growth-rate is
rather high compared to that of other animals.
They have been taken into account very tarely in
modelled ecosystems.

b. Thallacea (salps and pyrosomes) are
filter-feeders that are scarce during most of
the year, but which may become very numerous at
times, They tend to be discarded in ecosystem’
models because of their low abundance. Never-
theless, they are important in several respects.
They are large organisms able to capture parti-
cles down to 2 ym in diameter with a mucous
net. They produce dense fecal pellets that set-
tle down rapidly creating an important vertical
flux of organics. These animals can take a
large part in the depletion of the total amount
of mineral elements (N,P,C) in the euphotic
layer. They can migrate vertically over long.
distances. Pyrosomes may be very numerous in
limited layers of oligotrophic seas (e.g., in
the Guinea Dome). ’

Carnivores (sensu stricto). Here can be
put animals which exclusively feed on other ani-
mals. Some are capable of strong activity like
chaetognaths, others keep gererally still and
capture prey by means of extendable appendages:
tentacles, fishing filaments. These latter ones
(wedusae, siphonophores, ctenarians) are gener-—
ally omitted as heterotrophs in ecosystem mod-
els, but their activity must be taken into
account at certain times of the year. Depending

on the abundance of prey, they can ingest up to

1000 percent of their body weight per day.

The above 1list is not exhaustive. Aside
from the copepods it is absolutely necessary to
congsider the large héterotrophs that can have a
considerable action. The development and feed-
ing patterns of carnivores can damp or amplify
the fluctuations induced in the primary level.

The Different Processes in the Heterotrophic
Part of the Ecosystenm

Anabolism. This covers the different pro-
cesses by which the organisms can gain enerxgy.
Depending on the organisms concerned, this
'feeding process' will vary greatly.

a. Assimilation of dissolved components:
This is the flow of the organic substances that
go through the cell membranes. The assimilation
rate of these molecules can be described with
the same formulation as the assimilation rate of
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nutrients by the phytoplankton. Bacteria uti-
lize organic compounds in such a way. A flow of
regenerated matter is assocliated with the assim-
ilation flow. Because of their apeed of assimi-
lation and their capability of act‘ng through
aro-enzymes, bacteria are often neglected.
Instead, their regeneration effect alone is rep-
resented (flow of regenerated matter, propor-
tional to the mass of dissolved substances). We
must remember here that nannoplankton can
assimilate organic molecules. However, at this
time it is difficult to quantify their action.

b. Particle capturet We would call parti-
cles all the objects having a discrete shape,
whether dead or alive. They range from one
micron (bacteria) to several meters (siphon-
ophores, salps-chains), Of course any given
organism cannot capture all the particles in
such a large range of size. MHerbivores can cap-
ture the small particles, detritus, dead organic
particles, living cells of the phyto- or nanno-
plankton. The larger particlea, usually ani-
mals, are seized by carnivores. One can distin-
guish between organisms which seize one particle
after the other (generally carnivores dealing
with lavge-sized prey) from organisms that cap~
ture gseveral particles together (generally herb-
ivores and omnivores). Water currents are gen-
erated around them, and particles are swept
clear by their filtering devices. Some algal
particles are as large as animals (large diatoms
as Rhizosolenia, and small animals like copepod
nauplii and ciliates).

Herbivores, omnivores, and carnivores are
arbitrary groups, and they are only loosely cor-
related with the kind of particles they ingest.
The use of these categories in a model gives a
first, but rough, approximation of the real
structure of the food web. Bach animal feeds on
a size range: herbivores mostly ou the small
sizes, omnivores on the wedium ones, and carni-
vore: on the large ones.

A first approximate to vepresent the varia-
tion of the ingestion rate (R) versus the food
concentration is to use an hyperbolic function
analogous to the Michaelis-Menten equation:

*Food
R = Rpax

1

K + Food M
where X 1s a half saturation constant. This
function reaches a maximum when the conceatra-
tion of food is very high (infinity). This kind
of curve takes into account the fact that the
animals' guts have a limited volume and that the
mass of digestive enzymes is limited also. How-
ever adaptation must be taken 1unto account:
organisms living within a rich nutritional envi-
rvonment increase the mass of thelir dipestive
enzymes and thelr assimilation rate increases
(the coefficient Ryzx Increases). Other mathe-
matical expressions night be used to represent
this phenonenon.

Yhen representing the varlous dimensional
categories of particles, one should keep in
mind that they are not captured with the same

effictency. The small ones are generally not 60
efficlently collected as the large ones. There
is also a maximum baeyond which overly large par-
ticles cannot be collected or ingested. The
animals filter or sweep clear a volume of water,
V, during a uait of time. From this volume the
animal captures particles of different sizes
with different efficiencies. Particles of diam-
eter d(i) are collected with efficiency E(1)
which can vary between 0 and 1. If E(i) is 1,
and the measured {ingestion rate {s R({i) for
these particles, thent

RiL = VeFood({), (2)

where Food(1i) 1s the concentration of particles
of size d(i). 1f the effictency of particle &
is different from 1, that 1s, there is some
escape to the filtration apparatus of the organ-
ism, then the ingestion rate of these particles
is¢

R(1) = V*E(1)*Food(i) . (3)

The total ingestion rate for all kinds of par-
ticles is:

R -z:a(i) -;v E(1) Food(1) . 4)

This quantity is to be compared to the volume of
the gut, and the quantity of food that can be
digested per unit time. The curve of efficlency
of capture can be considered approximately as an
asymmetrical bell-shaped curve.

When the animal seizes one prey at a time,
its behavior and that of its prey become impor-
tant. Chaetognaths, which are typical wait-~
hunting carnivores, are thought to detect their
prey by means of the vibrations they emit.
Siphonophores are much more passive: 1like medu-
sae and ctenophores, they have filaments which,
when expanded, act as a net in which prey are
caught. The added effect of behavior can be
introduced approximately in the capture effi-
clency coefficient relating:  the prey to the
predator.,

Another factor to keep in view when dealing
with carnfivores 1is a certain discontinuity in
their nutrition. A gut repletion keeps the car-
nivore still during digestion. These feeding
lags will only be important for the community as
a whole if the organisms are synchronized. This
could be stimulated by the light cycle, generat-
ing the vertical wmigration of some species.

Growth. With regard to smaller organisms,
bacteria, ciliates, heterotrophic nannoplankton,
one may consider that growth is a continuous
process, similar to that of phytoplankton. This
is based on the fact that asexual vegetative
reproduction is the main rule for the popula-
tion's growth.

organisms, and particularly
apparent developmental phases

For larger
crustacea, the

- 28 -



cannot gdnerally be neglected. In many crus-—
tacea, the generation time 1s larger than the
computation step of the models. Thus it must be
considered that at certain times larvae will
dominate, whereas at other times, the adults
will dominate. Here again, this phenomenon can
eventually be neglected if the population struc-
ture is constant, that is, if the percentage of
young and adults is constant in time, so that a
mean orgggism can be considered. However, it
must be remembered that certain external stimuli
can affect specifically certain stages of devel-
opment. Another fact to keep in mind is that
the young stages of numerous sgpecles do not
migrate, whereas their adult stages do.

Catabolism. This comprises all the pro-
cesses that develop u8 an energy loss for the
organisms.

a. Excretion causes a flow of mineral sub-
stances (NH;, P0O;) out of planktonic organisms.
Ammonia repiesents 80% of the total nitrogen
flow, the rest being composed of organic mole-
cules that go back to the pool of dissolved
organic matter (urea, amines, amino-acids). The
excretion rate has been shown to be roughly pro-
portional to the animal's weight which means
that usually the molecules necessary to the
metabolism of organisms are renewed at a con-
stant rate. However, when food is abundant, the
excretion rate of the animal is notably
increased, but these conditions rarely occur at
sea. The excretion of nitrogenous substances is
generally linked with that of phosphorus prod-
ucts. The numerical ratio of the ammonia flow
to the phosphate flow approximates 9. When the
animal {8 starved, or when it hibernates in deep
. waters, its rate of nitrogen excretion
decreases. Nevertheless, it never reaches zero,
and after a period of starvation, the animal
dies from having destroyed too much of its pro-
teins. The excretion rate is connected with the
respiration rate, which itself depends on the
amount of stored products in the animal's body.

b. Respiration reflects the energy flow
needed by the animal for its maintenance, and
its growth, or its reproduction. It corres-
ponds to the transformation of long staying
energetic resources, such as lipids, into
short-cycled energetic products like ATP.

Krebs' cycle, which Is responsible for oxygen
consumption and COy production, is constituted
by an enzymatic chain whose activity depends on
the amount of enzymes that can be utilized (the
amount which can be modified by uacclimatation),
on the amount of carbohydrate and 1ipid sub-
strate which can be utilized, and on tempera-
ture. The flow of carbon eliminated by respira-
tion, measured by the associated oxygen flux
(atoms), is generally 17 times as large as the
flow of nitrogen eliminated by liquid excre-
tion. However, when the animal has a lipid
storage (e.g., in high latitude copepods, at
certain times of the year), the O/N ratio
reaches notably higher values.

,Losaeé of matter other than those due to

catabolism. Another category of negative pro-
cesgses in the energy budget of an animal corres-
ponds to specific events. These are losses due

to molting in crustaceaj or related to nutrition
when the animal builds a filtration apparatus,
such as the house built by Appendicularians
(this 'logette' 1s a mucous bubble produced by
the animal who then gets into it and ite open-
ings are fitted with calibrated filters). The
animal gets rid of the logette when disturbed or
when the filters are clogged, and in either
case, it immediately builds another one. At the
pregent time, it is difficult to estimate this
type of loss when formulating the dynamice of a
zooplankton population as a whole. It could be
included somehow into coefficients relative to
growth efficiency.

Reproduction, This is certainly the wost
difficult process to represent in a model of an
ecosystem., At present, zooplankton, and even
heterotrophs as a whole, are thought to have an
exponential growth, similar to phytoplankton.
This hypothesis is relatively correct when deal-
ing with a large water mass, when the zooplank-
ton community is dominated by a given category
of organisms (e.g., copepods), when presumably
the environment varies slowly and without any
important perturbations, and/or when the time
scale is large. These conditions are not always
fulfilled.

It is useful to consider that the develop-
ment of copepods can proceed by cohorts. At
certain times, the population 1s comprised of
young stages only, consuming little phytoplank-
ton, and unable to capture large particles. At
some subsequent time, it 1is dominated by adults
that are able to feed on large particles. This
development-related phenomenon changes the total
mass of zooplankton anrd also 1ts functional
characteristics. These biological processes
must be retained, since they are responsible for
delayed response. For instance, the growth of
the whole population will depend on the food
mass captured at a time which is linked with the
generation-time.

In some species, whose longevity is large
relative to the lmmature period, the different
broods mix together and the population tends to
a stable age distribution. 1In this case, it is
possible to consider that the. whole population
is represented by a mean organismn with mean
characteristics.

Other species have very efficient reproduc-
tion patterns (vegetative reproduction, protec-
tion of larvae) which allow them to multiply
very rapidly, so that they may dominate the
dynamics of heterotropha for short periods rang-
ing from weeks to montha. Salps have a vegeta-
tive m:itiplication, an oozoid being able to
produce hundreds of blastozoids, with a similar
nutrition type, by budding and without any
important mortality. They are able to sweep out
a phytoplankton bloom fn a few weeks. Pelagic
molluscs like Cavolinia and Creseis 1lay their
eggs in a gangue, which protects the development
of the embryos. This peculiarity allows the
species to appear very suddenly ‘in large
numbers.
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Unicellular organisms, seuch as ciliates,
reproduce essentially by binary divisionj their
development can thus be represented by a contin-
uous exponential functior similar to phytoplank-
tonic growth. It is not always possible to
introduce this level of structure in a model,
but it 1is advisable to do so for the most impor-
tant elements when possible.

The reproductive rate (number of eggs or
young larvae produced per female in unit time)
depends critically on the amount of food and on
the temperature. Planktonic animals such as
copepods react very rapidly to variations in the
amount of food by increasing or decreasing their
breeding rate. Egg laying can thus be consid-
ered roughly as a continuous phenomenon in a
constant or slow varying environment.

Relations between weight and metabolism.
Quite a lot of the publighed. research shows a
1ink between the metabolic flows (excretion
rate, respiration rate, and so on) and the size
or weight of the organisms. Also, it has been
demongtrated that the mean growth rate of an
organism (expressed as 1its doubling-time) shows
a good correlation with weight.

As a general rule, these metabolic flows
are related to weight by the relation

P = aWb (5)

where F = rate/animal/time, and where the
animal's weight (W) 1s given in the same nass
units. The coefficient a expresses the flow
intensity, whereas b shows 1its divergence from
plain proportionality. A value for b of 0.75 {is
generally to represent respiration. There 18 no
universal value for b to represent doubling-
time, or growth, since 1in this application b
must be specified for each environmental situa-
tion. In some cases there {s an important vari-~
ation on both sides of this relation, expressing
the fact that the flows also depend on other
factors (temperature, food). The flow of food-
intake 18 one of those that does not follow this
relation, because it depends too much on the
amount of food available. However, this rela-
tion would be true for the maximum food intake,
which is a characteristic of the animal. Swmall
organisms always have higher wefight-specific
rates than large ones.

Action of the Physical Environmental Parameters
on the Metabolic Flows

Temperature. Tenperature 18 one of the
most efficient parameters
positive and negative terms of the budget. 1In
sonme specles, this parameter is quite lamportant,
while others are less sensitive to it (eurytheram
specles). At the scale of a population, it can
be said that the best adapteg-Bpecies to envi-
ronmental temperature wii}, develop the best.
Besides that first approxfmation, one should be
congclous that the  disappearance of a specles
due to high temdrature can change the other
gross characteristics of the population.

for the control of.

The relation between temperature and a
glven flow can be expressed by an approximate of
Arrhenfus' law:

Ky 10(T2~Ty)

N 6
Q0 X (6)

where Ky is the rate at temperature Ty and K; 1s
the rate at T, which translates the response of
a physiological function to temperature. The
factor Qi¢ 1is relatively high for respiration,
whereas it 1s lower for excration. This fune-
tion has no maximum and is thus only valid in a
restricted temperature vange. When expressing
extreme inhibition at temperatures, a different
relation should be used, which expresses the
fact that above a given temperature, a tempera-
ture 1increment accelerates the degradation of
enzymes., Other, and more sophisticated, formu-
lations exist, 1in which optimal, lethal, etc.,
temperatures clearly appear.

Light. Light wmay induce a periodicity in
the activity of the zonplankton. Such a rhythm
can appear in nutrition. In some planktonic
organisms this nutritional trhythm is associated
with a motion rhythm: the vertical migrations of
copepods, euphausids, salps. It seems that the
displacement which brings organisms from a poor
feeding zone (where they stay during the day)
into a richer one (by night) induces an acceler-
ation of the nutritional rhythm, so that the
ingestion rate is increased when the population
first arrives in the richer zone.

Spatial heterogeneity. The iaportance of
plankton swimming in the gea has been shown. It
causes an heterogeneity in the distribution of
algal and zooplanktonic biomasses, at the scale
of some hundred meters. It is important to con-
sider that the partition of food in smaller
aggregates (some centimeters), as ‘'planktonic
snow' in oligotrophic seas, cusn be an important
parameter to consider when interpreting diver-
gencies between a model and the observations.
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MODELLING OF MARINE ECOSYSTEMS

Introduction to Modelling

Introduction

We are all 'modellers' in the sense that we
are all constantly abstracting and simplifying
the total world that our senses and their vari-
ous technological extensions (telescopes, micro-
scopes, elemeatal analyzers, etc.) have brought
into our awarzness. Models are tools for deal-
ing with complexity - nothing more or less. For
those of us attempting to understand and, per-
haps, manage marine ecosystems, they are often
useful and sometimes absolutely necessary.

The models used may take a varlety of

forms, including empirical relationships
observed 1in the field, highly controlled
single-variable 1laboratory experiments, flow

diagrams, 'budgets' of energy or matter, mathe-
matical equationg, electrical analogs, computer
algorithms for simulation, and micro or meso-
cosms., This workshop 18 devoted to the develop-
ment of numerical simulation models, particu-
larly those which are mechanistic and determin-
istic in approach. Such models will include a
nunber of empirical relationships observed in
the field as well as the results of many labora-
tory rate measurements. They will also involve
the development of system flow diagrams, equa-
tions for describing those diagrams, and the
design of an algorithm for solving those equa-
tions on a digital computer.

This approach to modelling 1s reductionist
in the sense that it 1s largely dependent on
information that has come from studying parts of
nature more or less in isolation - for example,
zooplankton excretion rates measured in the lab-
oratory. But it is also an attempt to provide a
conceptual and mathematical synthesis of a large
amount of information that has been collected in
this way - to see 1f some of the emergent prop-
erties of the whole system, for example the
annual nutrient cycles, can be simulated by sum-
ming our best informatfon on the behavior of the
various parts of that system., This approach has
been common in marine ecology, though other
paths have been, and continue to be, pursued.
The historical development of mechanistic eco-
systen models given below 1s taken from a
detailed description of the development of one
such model by KREMER and NIXON (1978). A great
variety of general ' ecological modelling
approaches has been included in a recent book
edited by HALL and DAY (1977), and a comparison
of reductionist and holistic numerical models
has just been published by UNESCO (PLATT et al.,
1981).

The Evolution of Ecosystem Modelel

The utility of numerical models in the
study of marine ecosystems has been recognized

lThe remainder of the text of this lecture is
from KREMER and NIXON (1978) Chapt. 1 with
permission of the authors and Springer-Verlag.

for at least 35 years. In one of tle earliest
attempts to formulate aspects of the biological
dynamics of the sea in mathematical terms,
FLEMING (1939) examined seasonal changes in
phytoplankton population levels in the English
Channel using a simple differential equation:

%-P[a- (b + ct)]. (1)

Thus the rate of change with time of the phyto-
plankton population depended upon the biomass
(P), a constant division rate (a), and a grazing
rate composed of an initial value (b) and an
arbitrary rate of increase (ct).

Except for the additional term, ‘'c,'
Fleming's description was esaentially identical
to the basic exponential growth formulation
given earlier by LOTKA (1925), VOLTERRA (1926),
and others, for the change in a single popula-
tion (N) as a function of a constant birth and
death rate,

N N - d). (2)
dt

Fleming's treatment was modified somewhat by
RILEY and BWMPUS (1946), who applied it to an
analysis of phytoplankton growth on Georges
Bank. As a logical improvement, they introduced
another term, aj, which represented the rate of
change in phytoplankton division rate:

% = Pla + ajt - b(b + ct)]. (3

In subsequent papers, RILEY (1946, 1947b)
expanded the basic equation to include a number
of mechanistic processes thought to be important
in regulating phytoplanton populations on
Georges Bank and in New England coastal waters.
He obtained f{mpressive agreement between calcu-
lated &and observed populations wusing the
formulation:

g{ = P[(p*T)(1-N)(1-V) - RoeTt - gz]. (4)

The net rate (in brackets) includes a growth
estimate balanced against losses due to respira-
tion as an exponentifal function of temperature,
as well as to zooplankton grazing. The growth
estimate, in turn, includes a maximum as a lin-
ear function of the average light throughout the
ceuphotic zone, which 1s reduced by two factors
representing nutrient depletion of phosphorus
and vertical turbulence.

As part of his study of plankton dynamics
on Georges Bank, RILRY (1947b) also presented a
preliminary formulation in this same manner for
“herbivorous zooplankton:

o 4a-R-c-D). (5)
dt

Here, too, increased biological detall was
included, projecting the change in herbivores
per unit biomass as the sum of a constant assim-
ilation balanced against temperature-dependent
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respiration, carnivorous predation by chaeto-
gnaths, and a statistically estimated additional
natural mortality. It should be pointed out
that Riley projected the population changes
using a mathematically exact method for succes-
sive two-week time intervals, rather than lv the
approximation methods used with many predent
digital computer models.

It was not until two years later that RILEY
et al. (1949) coupled the mechanistic phyto-
plankton and zooplankton equations together in a
feedback system that was used to calculate the
steady-state phytoplankton population levels for
various areas of the Western North Atlantic.
While s8uch a synthesis was conceptually
straightforward, it vepresented an Iimpressive
mathematical and computational achievement in
the days before high-speed digital computers.
Nevertheless, the lack of time-varying solutions
to the coupled equations severely limited their
application in marine ecology for more than ten
yearg after the initial advances of Riley and
his coworkers. The full development of dynamic,
mechanistic feedback models in ecology did not
really begin until the application of analog and
digital computers in the 1960s (WIEGERT, 1975).
Throughout the 19503, the few attempts to pursue
this type of wnodel reverted to more detalled
analyses of primary production (RYTHER and
YENTSCH, 1957; STEELE, 1958b; CUSHING, 1959) or
grazing (CUSHING, 1968; HARRIS, 1968).

It is of historical interest that another
group of marine ecologists working primarily in
fisheries management joined with theoretical
population ecologists from many backgrounds in
using the much simpler Lotka-Volterra equations
to study predator-prey-interactions.

dNy
Ty = Nij(b; - diN2) prey
(6)

dNy
T = Na(boN; - dp) predator.

Even in coupled form, it was pogssible to obtain
dynamic solutions to the population growth equa-
tions by hand calculations, 1f the coefficlents
remained simple.

Thus, before the analog and digital comput-
ers became widely available, there was a trade-
off in ecological modelling. If one wanted to
explore the behavior of one or two populations
over time, then it was necessary to use simple
equations with very general coefficients. How-
aver, 1f one wanted to use a model to do work in
ecosystem analysis, it was critical tu have
coefficients with significant biological meaning
and detail. Yet without the computer, such
detailed equations could only be solved for
steady-state conditions under various sgets of
agsumptions. These different goals, methods of
approach, and constraints produced a divergence
between ecologists 1interested 1in ecosystem
analysis and those Interested in population

dynamics, The increasing use of computers may
eventually bring the two groups together, since
the development of numerical techniques has made
it possible to have an almost unlimited amount
of mechanivtic detail with time-varying solu-
tions. For example, one of the active areas of
investigation {n fisheries wmodelling 1s the
introduction of time-delay terms in population
gvowth to more accurately describe recruitment
(MARCHESSAULT, 1974). While this addition
introduces nowhere near the complexity that has
increasingly characterized models of lower
trophic levels, it is following the same trend.

With the increasing availability of analog
and digital computers in the 1960s, the removal
of the steady-state contrating in mechanistic
models stimulated renewed interest in their
potential application to a great variety of eco-
logical problems. As mentioned earlier, essen-~
tially all of these models are extensions of the
historical trend toward increasing mechanistic
detail. Of course, each particular model has
its own variations. The literature on this sub-
Ject is growing rapidly, and has been repeatedly
discussed elsewhere. Historical «reviews of
nmechanistic ecological models have been prepared
by RILEY (1963), PATTEN (1968), MARGALEF (1973),
STEELE (1974), WIECERT (1975), and others. An
introduction to the principles of ecological
modelling with examples of various types of
nodels 1s available in a serles of volumes
edited by PATTEN (1971-1975) and in a general
text edited by HALL and DAY (1977). The pro-
ceedings of several recent conferences have
emphasized the use of models 1in understanding
estuarine (CRONIN, 1975) and marine (NIHOUL,
1975) ecosystems, as well as the role of models
in ecosystem analysis and prediction (LEVIN,
1975). 1In the marine environment, most ecologi-
cal models have been developed for pelagic sys-
tems such as the North Sea (STEELE, 1958b), the
Continental Shelf off Florida (O'BRIEN and
WROBLEWSKI, 1972), and upwelling regions (WALSH
and DUGDALE, 1971; WALSH, 1975), though models
have also been derived for kelp beds (NORTH,
1967), salt marshes (POMEROY et al., 1972; NIXON
and OVIATT, 1973), and seagrass beds (SHORT,
1979). A recent volume of The Sea has been
devoted to discussions of the numerical model-
ling of physical, geological, chemfcal and bio-
logical processes in estuarine and open ocean
waters (GOLDBERG et al., 1977).

The Modelling Process

A mechanistic numerical model begins with
observations of the 'real world.' From these
observations emerge tentative answers to ques—
tions about the system which may be appropriate
to a modelling analysis. What 18 our concept of
the system? What are its physical and temporal
boundaries? What are the major compartments in
it and how do they vary in space and time? What
flows of matter, energy, or information connect
these compartments? What are the important
forcing functions or inputs to and outputs from
the system? What time 8scales are involved in
the major processes of interest?
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Over 20 years of laboratory and field work
have made Narragansett Bay one of the most
intensively studied and well-known marine eco-
systems., As a result, we were able to draw on
the data and experience of many scientists with
specialized knowledge of varions aspects of the
system. A number of additional studies were
carried out directly as part of the modelling
effort, including a year-long sampling program
of phytoplankton, zooplankton and nutrients at
13 stations around the bay. Those data werz
collected specifically for use in verifying the
model, The internal formulations of the model
were based on general ecolugical and physiologi-
cal principles combined with separate historical
data and independent laboratory measurements.

Various techniques were used to organize
this information, including verbal summaries,
tables, graphs, budgets, and flow diagrams. The
resulting conceptual model was much simpler than
nature and yet far too complicated to simulate.
For example, even a moderately detailed energy-
flow diagram for Narragansett Bay on a sumnmer
day (see Fig. 23 in the next lecture) contains
detail that would make a mechanistic model
extremely cumbersome if all compartments were
simulated. The decision of how much detail to
include in a model is »always extremely diffi-
cult. A model by definition is a simplifica-
tion, and much of its utility is due to the fact
that it lacks the bewildering complexity of the
'real world.' Yet there must also be sufficient
detail to give the model credibility, to make it
useful as a tool in synthesizing a variety of
measurements, and to provide the parameters for
a revealing sensitivity analysis of the system.

Conceptual Modelling

Introduction

Generally, the development of anything
without some preconceived conceptual framework
results in a disorganized and inefficient con-
straction. To have a conceptual framework is
almust equivalent to having a conceptual model.
Often without recognizing it, we ulmost always
have a conceptual model in our minds for any-
thing we consciously do. This 18 true of driv-
ing, crossing the street, or anything else.

The main objective of a conceptual wmodel is
to demonstrate connections, causalities, feed-
back pathways, all between parts and components
of the system of interest. This should be done
in such a way that the final result is a help,
not a hinderance, to understanding the function-
ing of the system. Every model is a drastic
simplification of nature, and this is true even
of the most comprehensive conceptual models. On
the other hand, trying to present details of a
particular model might result in a conceptual
model which 1s too complicated and therefore
missing its main characteristic, i.e., a clear
plcture of the real world.

The process of constructing a conceptual
model 1s usually, by itself, a great educational
exercise leading to a better understanding of
the details and complex nature of a particular

system. Besldes, such a process results in a
better understanding and an increased tolerance
among epecialists from different fields, as well
as more appreclation for others' problems. It
gives them the feeling that they belong to the
same team, not the opposing one, as is often the
case, Every conceptual model is in & way a wir-
ror image of the group of people that con-
structed it.

Even when the conceptual model is the final
step in the modelling process, it can have most
beneficial results in identifying the specific
points of an ecosystem where the most pronounced
lack of knowledge and data base exist, but which
are of extreme importance for understanding a
particular ecosystem. This might lead to set-
ting up laboratory and fleld work programs which
in turn might yield important time, effort and
financial savings.

Procedure

In order to prepare a conceptual model, f{t
is necessary to follow some general scheme such
as is presented in Fig. 20. In addition, {t
should be constantly kept in mind that numerical
modelling is a highly iterative process, which
means that the conceptual model should be
changed according to the iterative cycle of the
modelling procedure (Fig. 21).

IDENTIFICATION OF THE SYSTEM
OF INTEREST

!

DEFINITION OF THE OBJECTIVE
OF THE NUMERICAL MODEL

'

DEFINITION OF CONCEPTUAL,
PHYSICAL AND TEMPORAL
BOUNDARIES

!

IDENTIFICATION OF SUBSYSTEMS

| —

IDENTIFICATION OF INPUTS, OUTPUTS,
AND EXTERNAL CONTROLLING FACTORS

]

SELECTION OF STATE VARTABLES

L

GENERAL CONCEPTUAL MODEL
AVAILABILITY OF DATA

|

"SHRUNKEN" CONCEPTUAL MODEL

Fig. 20. General scheme for

conceptual model.

preparing a
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IDENTIFY SYSTEM OF INTEREST

il

CREATE CONCEPTUAL MODEL

T

SPECIFY FUNCTIONAL RELATIONSHIPS

T

TRANSLATE INTO MATHEMATICS

o

WRITE COMPUTER PROGRAM

|

CONFIRM PROGRAM VALIDITY

:

SELECT COEFFICIENTS

!

CO{PARE TO REALITY

T

APPLICATIONS

[

Fig. 21. Iterative processes 1involved in
updating a-counceptual model.

In the following text each of the suggested
steps in the procedure of preparing a conceptual
model will be discussed.

Identification of the system of interest.
As the first step in the modelling procedure, a
system of interest should be identified. The
identification of the system will depend on many
factors including sclentific, svcial, political,
financial, and other factors. In this step a
system should be identified in & gencral way
such as a trophic web of a certain area, or
eutrophication of a region or mercury cycle in a
particular location, etc. Detailed conceptual,
physical, and temporal boundaries will be
defined in the third step.

Definition of the objective of the numeti-
cal model. It is very important to define, as
precisely as possible, the objective of the
numerical model. It takes considerable experi-
ence and knowledge to set realistic objectives
which are within reach of a group responsible
for the numerical model. It 1is necessary to
take into account: a) know-how of the modelling
group; b) data availability; c) data relevance;
d) competence and willingness of specialized
- experts to devote a part of their time and their
intellectual capabilities to modelling efforts;
e) availability of adequate computing facili-
ties; and f) financial support. Only when all
the components mentioned are well balanced,
metals and the nutrients (N, P, Si) are gener-
ally more abundant than the same components in

might it be possible to set a realistic objec-
tive which is small enough to be within reach
and big enough to be worth losing tiume, mind,
etc., for achileving it Very often objectives
are rather loose, and precise definition of the
objective is pushed aside, eventually resulting
in spending much money and effort with very 1lit-
tle gain. An overambitious objective migh# be
good for raising funds in the short run, but in
the long run causes a logs of confidence in the
modelling.

Definition of conceptual, physical, and

temporal boundaries. Boundaries of the system

which was identified in the first step in a gen-
eral way should be determined in this step,
Conceptual boundaries of the system are very
jmportant, and they will determine what 1s in
the system and what 18 out of the system. Even
the most comprehensive conceptual model, which
would be impossible to handle even at the con-
ceptual level, {s still a simplification of
nature. But in order to make a nmodel a tool
toward and not against reaching the objective,
it 1s necessary to keep it at the level of man-
ageable complexity. But, on the other hand, at
least at the conceptual level, we can afford to
include in the system some components which will
be later excluded In the stage of mathematical
formulation of the model.

Marine ecosystems are connected to the
'rest of the world' through three boundaries:
the sea/alr, ine sea/land, ‘and the sea/sediment
boundary. Connection at these boundaries does
not occur at a very precise place; it is rather
a connecting zone which is called an interface.

Sea/air interface. In a broad sense this
interface covers the zone where an intensive
exchange of matter and energy, with pronounced
changes of concentration between the sea and
atmosphere, occurs. The size of the zone
depends very strongly on meteorological condfi-
tions. 1In a stricter sense this transition zone
is extremely reduced, less than a millimeter in
thickness, and constitutes a microenvironment
characterized by an accumulation of organic mat-
ter. It has only recently been recognized that
atmospheric inputs to the ocean are in wmany
cases comparable to those due to rivers. This
interface 1is notable for both the input and the
output of the matter. The surface microlayer of
the sea plays a dominant role in the exchange
rate of solid, 1liquid, and gaseous matter
between the atmosphere and the sea.

Sea/land interface. This boundary consists
essentially of estuarine areas. Most of the
natural and man-made inputs to the sea pass
through this boundary. This zone is of critical
concern because of its nutritive resources. The
estuarine environment, transition =zones of
highly variable dimensions, 1is the principal
region of land/sea exchanges. They are zones of
sharp chemical gradients, since it is here that
geavater mixes with river water whose salt con-
tent, and often pH, 18 much lower. However,
river water components, such as transition
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seawater. Thesec materials are wot always com-
pletely assimilated by organisms. The altera-
tion of this organic matter represents an impor-
tant source of chemical energy. Together with
the availability of mechanical (winds and tide)
and thermal energy, which are important at rela-
tively shallow depths, the chemical energy can
induce a large number of physico-chemical reac-
tions. These may be homogeneous reactions, but
the local abundance of sediment, tied to the
presence of turbidity maxima and the closeness
of the continental sources, favors reactions of
the mixed type (solid-liquid). The m,st common
phenomena affecting concentrations and spe-
clation of major oligo-elements upon their con-
tact with seawater {include: adsorption and
desorption, aggregation and precipitation, and
the biological effects of metabolic assimilation
and detritus formation. These same phenomena
occur in the open ocean but are magnified in the
estuarine environment. The continental margins,
where great quantities of matter of continental
origin accumulate, act as a buffer between the
rivers and the ocean. The dimensions of this
interface zone will vary from place to place,
but examples mey be cited of tidal estuaries,
river deltas, shallow semi-closed seas, sea beds
to whole shelf areas, depending on the nature of
the events being considered and the scale of the
ensuing impact.

Sea/sediment 1interface. This 1interface
refers principally to thc surface layer of the
sediment, comprising about ten centimeters,
where major transformations of organic matter,
on the way to complete mineralization, take
plact. The time scales of the phenomena occur-
ring at this interface are much shorter than
those normally of interest to sedimentary geol-
ogy. Like the sea/land interface, this inter-
face occurs in an extremely critical zone in
which gradients 1lead to 1intense exchanges
between the solid and 1liquid nedia. Besides
such exchanges there exist volcanic and hydro-
thermal inputs for which a good understanding of
mechanisms and rates is necessary if we are to
better evaluate marine mineral resources. It 1s
also important to firmly understand the geochem-
istry of this environment because it is a poten-
tial site for the storage of industrial wastes.
Budgets should be considered, since there exist
both inputs and outputs of material.

The chemistry of this interface may be
ascribed to a system of complex interactions
between solid, dissolved, and living material.
It is this 1living component which represents the
most important energy source, and its dominant
influence on the balance of sediment-water
exchanges has been established for many
constituents. Here, once again, the rates and
flux directions are still not
certainty. It is certain that phenomena such as
bioturbation must be further studied since it
appears that the continuous reworking of the top
few centimeters of the sediment intensifies the
exchange between Interstitial and overlying
wvaters beyond that which can occur through
simple diffusion processes.

known with '

Taking into account what was written ahout
interfaces, it is obvious that precise physical
boundaries of the system cannot be determined,
but they should be determined as close as poasi-
ble. In addition, temporal boundaries have to
be defined in order to know the period which is
going to be covered in the modelling process.

Other Considerations

Identification of suhsystems. Whenever
pessible It might be practical to identify sub-
systems within the system. Any larger part of
the system which might be identified with logi-
cal conceptual boundaries should be identified
as a subsystem. This approach is helpful for
understanding the complexity of ecologicsl sys-—
tems; and at the stage of numerical modelling,
{t might be useful to have subprograms that cor-
respond to subsystems. Any subsystem should
actually gather a group of relevant parameters
called state variables, with common character~
istics representing a well-defined part of an
ecosystem. Choice of subsystems will depend on
the objectives, compiexity of the model and the
availability of data.

Determination of inputs, outputs, and
external controlling factors. In order to fol-
low the changes of mass or energy within the
model it is necessary to know as precisely as
possible the inputs and outputs of mass and
energy through all the interfaces. Transfer of
matter through any of the interfaces described
is basically bidirectional, bhut flow rates in
and out, which is commonly called the flux, are
usually not the same. Such disproportion, com-
paring fluxes in and out, 18 very pronounced in
the case of sea/land interface, where the amount
of matter passing through the interface from sea
to land 1is negligible in comparison with the
amount of matter passing from the land to the
sea.

External controlling factors such as light
and temperature, winds, tides and currents, and
others have to be determined in order to iden-
tify forcing functions which influence the
dynamics of the system.

Selection of state varjiables. This is a
crucial step in the wodelling process. This is
a step when the whole system is actually taken
apart and then assembled back leaviig out parts
of secondary importance. It is probably easy to
imagine what such a process would look like with
an automobile.

There is no prescribed way for choosing
most characteristic properties of a system. One
extreme for the choice of state variables would
be to use every chemical and biological species
as a state varilable. This would result in a
model of absolutely unmanageable size, even for
the smallest systems. Therefore, groups of
organisms have to be combined into one state
variable. The same applies to groups of chemi-
cal specles and sometimes even whole classes of
chemical compounds and organisms. Obviously,
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such a procedure is subject to a strong personal
bias.

The number of state varifables has to be
kept at the manageable minimum. For 1instance,
the model of KRRMER and NIXON (1978), one of the
best models produced so far, includes six state
variables. Another detailed wodel (REDFORD and
JOINT, 1980) includes eighteen state variables.
Complexity of the model and choice of state
variables should be in the closest connection
with the availability of relevant data. Each
state variable should be defined very precisely,
showing not only what 1is included but also what
is omitted.

Availability of data. When a general con-
ceptual model has been prepared, it {s necessary
to screen the available data base very closely
in order to be able to omit state varfables
which cannot be modelled because of the lack of
relevant data. Also, grouping of some state
variables 1into larger groups could be done at
this stage tor the same reagon. In such a way a

‘shrunken' conceptual model, suitable for the
process of numerical modelling, will be
produced.,

General conceptual model. When the state
variables are chosen, they should be presented
in a form which would show all connections among

T=1LO-10.5cos gﬂ_(;g;w)_]

as well as feedback loops and other
details. For such presentation there are sev-
eral approaches. This can be done with a dif-
ferent degree of accuracy depending on the prob-
lem and on the purpose of the conceptual model.
One of the very popular ways of presenting con-
ceptual models in ecology i1s ODUM's energy cir-
cult language (ODUM, 1972). It 1is a sophisti-
cated sign language using various symbols with
which the flow of energy through an ecosystem is
followed. Two examples are given in Figs. (22)
and (23). This language is very constructive,
but it tends to give too complicated a picture
for very detailed models. A much more simple
way of presenting a conceptual model is a simple
box diagram showing only state variables and
connections among them.

them,

In the case of a large number of state
variables it might be more practical to use
binary connectivity matrix which will show only
connections between each pair of any number of
state variables and indicating with "1" or "O"
signs existence or absence of the connection

(Fig- 2”) .

Another way of presenting connections are
Forrester's feedback dynamics diagrams which
will show for each state variable connections to
all other state variables (Fig. 25).
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the Narragansett Bay ecosystem on a summer day.
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A complex, but still greatly simplified energy flow diagram for

This conceptual model was

a first step in the process of abstraction that led to development of the

numerical model.

slze past and on-going bay studies by a large number of people.

Symbols follow ODIM (1972) and have been used to 3ynthe-

From KREMER

and NIXON (1978) with permission of Springer-Verlag.
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Problem Definition

The following lecture complements the pre-
vious one on conceptual modelling. Much of 1its
content comes from UNESCO (1977a), which was
considered again relevant to this workshop.
Practical application of forming a conceptual
model and defining a problem occurred in the
model working sessions (see section on Modelling
the Gulf of Naples).

Selection of a System

The improper delineation of the system can
eagily be the ficst pitfall in modelling method-
nlogy. Traditional research along purely bio-
logical, chemical, physical, or geological lines
is inadequate in the sense that nature does not
necessarily observe these subdivisions. Many
such models of strictly biological or other pro-
cesses have their intrinsic value from a scien-
tific point of view, but often are not divectly
applicable to natural systems modelling because
the gubject process is not sufficiently sepa-
rable., For example, in the modelling of primary
production both the biological process of photo-
synthesis and the physical process of 1light
transmission are relevant.

In applied problems there is also a chance
of difficulty when the modelling goals are set
by other than scientific criteria. PFoi: example,
an environmental agency may want a wodel of a
certain coxitline that is either a geographic or
political entity, but lacks continuity {in a
natural sense. Breaks between systems are best
made where the coupling is the weakest. The
criteria for weak coupling wmay be functional,
spatial, or temporal. As a simple example, con-
sider an automobile system. An analysis of the
electrical subsystem as opposed to the braking
subsystem would be a functional distinction;
that of the right rear lamp versus the left rear
lamp would be a spatial distinction; and that of
wheel-hubh 1lubrication (to be done every 50,000
km) as opposed to front-end lubrication (to be
done every 5,000 km) would be a temporal dis-
tinction. This approach would contrast to other
possible types of analysis which might consider
all gaskets, all copper parts, and so forth, as
separate subsystems.

Functional distinctions are wmade on the
basis of activity within the system, for exam-
ple, that between organic and inorganic sus-
pended matter, that between planktonic producers
and consumers, or that between surface heating
and surface evaporation. Functional separation
becomes extremely important in process model-
1ing, where the cause and effect relationships
of small functional components of a system are
studied. The results of process modelling are
general and hence applicable to other systems.

Spatial distinctions are perhaps the most
obvious. Other distinctions are more compli-
cated such as the photic depth, the spatial
extent of which 1s not fixed but depends on the
independent parameters of incident radiation and
transmissivity of the water.

The difference in the time scales of natu-
ral processes also results in weak coupling per-
mitting subdivision. Processes or components
changing slowly with time can be considered
independent of time with respect to those chang-
ing rapidly. Some examples of contrasting time
ascales are: a) phytoplankton biomass turns over
within days, while s8some consumers require
montha; b) sea-level changes resulting from
local wind set-up last from hours to days, while
those from steric effects are more of a seasonal
phenomenon; and c¢) planktonic eutrophication
occurs within days, while benthic modification
takes place on the order of years 1in the
environs of a sewage outfall.

For problems concerning distributions of
mass, we are primarily interested in length
scales, 1.e., those associated with the distri-
bution. Por patchy distributions we have short
length scales, and vice versa. Each mass compo-
nent has a 'reactive time' scale indicated by
its half 1ife in the system. The biological or
chemical processes affecting the in situ mass
determine 1its reactive time scale.

In the marine environment each mass distri-
bution is set in a dispersive medium (see Lec-
ture on Physical Processes). A comparison of
the dispersive and reactive time scales indi-
cates which physical (dispersive) processes are
relevant; and a comparison of the reactive time
scale and the dispersive velocity indicates
which length scales are relevant.

When a system involves the dispersive
effects on a mass component, then a careful
inventory must be made of the reactive time
scales and the relevant physical processes.
Table III illustrates this point.

Connecting Conditions

Any sgelected system 1s always related to
its environment, since there are no 1solated or
independent systems in nature. Among the crite-
ria used for the selection of a system was that
it be extracted from its environment at places
of weak coupling. 1In doing so its connections
are minimized in strength ind/or number. There-
fore, the connecting conditions specify how one
system 18 related to another.

When the connection is from the modelled
system to the external environment, 1t 1is
referred to as the output. This is simply the
congequence or golution of the modelled sgystem.
When the connection 1s from the external envi-
ronment to the modelled eystem, it 1is referred
to as the input or boundary condition. Usually
the input is thought of as a forclng function,
or an active connection driving the system from
outside and often varying in space or time, as
for example, the amount of solar radiation
reaching the sea surface. The boundary condi-
tions are often reserved to express the passive
connections, as the reflectability of the light
reaching the bottom. The special case for the
condition at the beginning of rcdelled time is
callied the initial condition, as the temperature

- 38 -



" cally through the sea surface.
. tions through the Dardanelles,
- Adrlatic and Egyptian runoffs are minor,

. modelling the

Table III

The spatial and temporal scales characteristic of
phyeical transport processes.

Survival Horizontal Vertical
Time water property Length Length Transport
Scale in ecosystem Scale Scale Processes
hours 1l cm l cm diffusion
small scale advection
short
lm
days 10 m coastal summer upwelling
coastal winter convection
meso 10 m summer offshore frontal
upwelling
50 km winter offshore convection
mego—-scale advection
(local coastal flows)
(summer offshore gyres)
weeks 100 m (winter offshore gyres)
long
years 5,000 km 2,000 m water mass exchange
between basins
of the water when the modél began. These dis- When the modelled problem is structured in

tinctions are mostly a matter of usage and need

‘not be discusscd in detail here, the point being

that these are the connections specified at the
dimensional periphery of the system. Finally,
two subsystems may be connected through an
interaction connection. Interactions are con~
sidered internal, even though in some cases they
may relate the output with the input.

The gensitivity of a system to its external
connections varies. Fortunately we need only to
concern ourgelves with the stronger points .of
coupling, depending on the degree of accuracy we
want fin the output. For example, if we were
salt content of the Eastern
Mediterranean, the major. connections are later-~
ally through the straits of Sicily and verti-

Other connec~
the Suez, the
and
still others might be considered negligible.
The output of the system may or may not be sen-
sitive to its boundary conditions. For example,
the production of a phytoplankton bloom is mnot
so sensitive to the original population of
phytoplankton, but it can be sensitive to the
original population of zooplankton. The amount
of dissolved 0y in the surface water is much
more sensitive to the atmospheric concentratiou
of 03 than to that of CO02.

space, or time, then certain information must be
specified at these spatial or temporal bound-
aries, called boundary or initfal conditions,
respectively. As mentioned, we try to pose our
problem such that the solution is ingensitive to
these conditions by defining them at points of
weak coupling. However, this is often not pos-—
sible; for example, in space we may be forced to
draw boundaries that overlap other active
domains, or in time there may not be a zero ini-
tial condition. There are several approaches to
this problem, the most common being to extend
the domain in a coarse dependency to a much
larger domain (often referred to as grid nest-
ing) such that the immediate boundary (initial)
conditions can be generated.

The system is also sensitive to the type of
interaction connections it may have internally.
Three types of interactions are shown in Fig.
(26): part a) shows a simple series connection
of phytoplankton and zooplankton; b) a aimple
parallel connection between the phytoplankton
species; and c¢) a nonlinear connection between
the process of photosynthesis and that of 1light
absorption. Thus the success of our model will
depend strongly on an understanding and correct
assessment of how our system is connected exter-
nally to its environment and how it is connected
internally between component subsystems.
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b.
ce
Fig. 26. Types of intevaction conditions: a)

series interaction, b) parallel {nteraction, c)
non-linear interaction. From UNESCO (1977a).

Internal Dynamics

If we pose our problem as a case of a sim-
ple situation of

input| —> |transfer functions| —> |output

then we must work the problem in the reverse way
in which nature does. For any desired output
(e.g., distribution of wmass after a certain
time) we must select the relevant inputs and
accura! 2ly represent the transfer function.

The inputs are chosen normally on the basis
of sclentific intuition or experience. Their
relevance can be judged on . the basis of
scaling.

The first step in selecting the appropriate
dynamics 18 to identify the relevant processes
affecting individual components. This should be
done using arguments similar to those of Table
I11 for physical processes, and some correspond-
ing scale guideline for biological processes.

The second step is to correctly formulate
the processes (next lecture refers). This for-
mulation, of course, relies on previous scien-
tific knowledge. In a qualitative way the
internal dynamfcs ‘filter the input. For exam-
ple, the input function has a frequency depen-
dence, the transfer function another frequency
dependence, and consequently the output has its
own frequency dependence determined uniquely by
those of the input and transfer. By evaluating
these dependencies, certain simplifications in

“input and transfer functions are possible.

Formulation of Processes

Philosophy

As was emphasized in earlier lectures,
models represent our perceptions of reality,
including certain information at various levels
of resolution. Some aspects are included only
in a general way, others In a rather detailed
way, and some may even be ignored as irrelevant
and outside the scope of interest. This per-
spective is critical to the process of formula-
tion in modelling, because the choices are never
absolute., Rather, the cholces depend on which
aspects of the natural system are being consid-
ered. Within any arbitrary system of interest,
thie maze of detail must be organized into parts
which we hope to understand in detail and 'black
boxes' which we define as beyond (above or
below) our level of interest (Fig. 27). The way
we choose to describe the control mechanisms and
processes within the system wmust necessarily
gloss over many underlying processes. This may
be perceived both as a strength and a weakness.
It is clearly valuable to make simplifying gen-
eralizations and to test thelr adequacy in
explaining natural processes. Yet, on the other
hand, there will always be limitations in such a
model, as some responses in nature may depend on
processes not included in the model.

N Y e
=+ N

&

-
Fig. 27. Structural detail versus 'Black
Boxes.' In any conceptual model, certain

aspects of a system's - ucture or function may
be arbitrarily conside ed beyond our- level of
interest. These processes may be modelled as
forcing functions or as 'black boxes.' From
ODWM (1972), with permission of Academic Press.

In this context, the similarity of model-
1ing to traditional experimentation may be
emphasized in research (Fig. 28). In a way
quite analogous to the role of hypothesis and
experiment, eome wmodéls are complex sets of
hypotheges, whose consistency with reality may
be evaluated in the early stages of modelling.
In particular, the formulation into mathematical
form of ‘ecological rates and mechanisms are the
hypotheses. As with experimental science, the
process must include many iterations, succes-
sively refining and evaluating the hypothesized
relations.
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Importantly, the analogy between modelling
and experimentation is also strong in that 'good
agreement' with observations cannot prove the
hypotheses correct. This point of view is crit-
ical throughout the modelling process. During
formulation, the expressions chosen to describe
certain aspects of ecosystem function may appear
to be crude approximations of the known complex-
ity of nature. This is often the most difficult
hurdle towards appreciating the usefulness of a
model to those unfamiliar with the methods. But
these apparently simplistic formulations are
neither 'righ.' nor 'wrong.' If used correctly,
they are chosen because they express some
aspects considered to be important or interest-
ing for the present application. Whether the
model agrees or disagrees with observations,
ugeful information may be gained.

Finally, after extensive evaluation of a
model, it may appear sufficiently predictive to
be of use in management (Fig. 28). Even then
(or perhaps especially then), the hypothetical
nature of the formulations must continually be
recalled. The possibility always exists that
something in the natural system may change suf-
ficiently that the adequacy of the assumption
decreases. In such a case, the model (or rather
modelling) can continue to be an important tool
in management 1f such changes are, in turn,
included and evaluated in the next i{teration
process.

Before focusing on the various approaches
to formulation of processes, a brief mention of
statistical modelling is in order. Many methods
exist for establishing whether relationships
exist among variables of interest in ecological
systems. As early as 1946, Riley demonstrated
that multiple linear regression could provide a
good prediction of phytoplankton stocks off
Georges Bank (RILEY, 1947). Recently, statis-—
tical methods of increased sophistication have

been used to recognize patterns in varied and
complex sets of data. In some cases, correla-
tions discovered by statistical means may be
useful predictive tools, yet it must be empha-
sized that the correlations need not be based on
any direct causal relationship. For this rea-
son, predictions based on such patterns are
probably even more susceptible than mechanistic
models to errors when gome feature of che system
changes.

The Spectrum of Formulation Strategies

Formulation 1is the step in the modelling
process whereby hypotheses about the important
patterns, controls, and rates included in the
conceptual model are expressed in a mathematical
form.

Depending on the available data, the goals,
and the personal inclination of the individuals
involved, various strategies may be used to
derive the equations (Fig. 29a). While our main
emphasis here will be on mechanistic formula-~
tions, it 1is important to recognize that other
strategles exist that ure equally valid, and
even perferable in given situations. These
methods span a continuum, and coubinations of
the examples presented here can well be used
even in one model.

At one extreme of the formulation spectrum
are the holistic methods (Fig. 29a). Based upon
some assumptions about how the compartments
interact at the ecosystem level, equations are
chosen to interrelate the state variablea of the
model. Field data from the specific system are
then used to select the values for coeffi-~
clents. The important difference between this
approach and the purely statistical descriptions
is that the form of the equations 1s chosen a
priori, based on ecological hypotheses.

Statisticalg;;:;;::i)

/j:;eriments Interpretations

HYPOTHESES "Confirmation"
\\\\ Application
Simulation Interpretations Modelling
Modelling Sensitivity Analyses (Optimization,

Feedback

Cost~Benefit)

Management,
Production

Fig- 28.

The role of models in research. Modelling may be seen as analo-

gous to traditional experimental science, with the predictions of the model
testing the adequecy of the mathematical formulations (hypothesis) in

explaining observations.
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a. A SPECTRWM OF FORMULATION STRATEGIES

C T T T T T

Holistic
Often Simple
Linear
Empirical

No Mechanisms
Formulasi} su: System Data
Testing. System Data

Inexpensive

Reductionist

Complex

Nonlinear
Theoretical
Component Mechanisms
Component Data
System Data

Costly

b. EXAMPLES OF FORMULATION STRATEGIES

.

TR D

Donor Controlled Phenomenological Physiological
Mechanistic
Linear Nonlinear Highly
Nonlinear
Advocate: Advocate: Advocates:

Bernard C. Patten

Howard T. Odum

Very numerous

Fig. 29. Various strategies of formulation, whereby the conceptual model is
stated formally as mathematical equations, are proposed to fall along a

continuum from holistic to reductionist (a).

Examples of three strategies

along this continuum are presented in detail (b).

At the other end of the spectrum (Fig. 29a)
are the highly reductionist formulations. Here
the equations are chosen to represent presumed
mechanisms, often at the physiological 1level.
Functicnal responses of organisms to many dif-
ferent stimuli may be formulated as a complex
set of equations. The coefficients for the
equations are based on lab or controlled field
experimental data, and may be drawn by necessity
from literature on the same specles, or even
different species, from different regionas. The
assumption being tested 1in such a wmodel is
egsentially how well are these rechanistic data
able to explain the emergent properties of this
ecosystem.

Examples of three formulatioi. strategies
(Fig. 29b) are discussed briefly below. Notice
especially the different extent to which

mechanisms underlying the responses of the eco-
system are included. Secondly, notice the dif-
ferent requirements for data: holistic models
are formulated and evaluated by data at the sys-
tem level, while mechanistic formulations use
physiological data but are combined in the com-
plete model to simulate system level responses.

Donor-controlled formulations. Patten has
argued that natural ecosystems are best modelled
by simple linear equations. The fluxes between
compartments depend only on one variable.  While
the flux could technically depend on either of
the compartments, more often the 'upstream' one
is assumed to be driving the {flow. Such
formulativns are called Donor-contiolled (Fig.
30). Thus, the consumption of plants (P) by
herbivores (H) would be a simple constant
fraction (k) of the plants,
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DONOR CONTROLLED

. HERBIVORES
b o I b <
g g g
a a o
P H ' TIME
Fig. 30. Donor~controlled formulations assume

that all fluxes are linearly dependent on a
single compartment.

Jp-su = K*P (1

Patten has presented formal arguments that such
equations are reasonable ecologically, for exam—
ple, since erosystem3 exist near equilibrium
where responses are linear (PATTEN 1975, 1979).
Many biologists fenl that even if these formula-
tions have some basis, they seriously oversim-
plify the interactions that are personally of
great interest. Yet the advantages in modelling
are significant. Because of their simplicity,
the number of state variables that can be
included in a model is very large, and the math-~
ematics for solving systews of 1linear equations
is well defined.

Phenomenological formulations. This stra-
tegy of formulation is based on a basic law that
relates the magnitude of any flux (J) to 1its
driving force (X), i.e.,

J is proportional to X, or
J = kX

where k 18 the proportionality constant. This
law can be used to describe all kinds of fluxes,
whether physical, chemical, or ecological, if
the true driving force X 18 undergtood. The
difficulty in using this with ecological fluxes
is to identify the force correctly. ODUWM (1972)
has presented a theoretical derivation conclud-
ing that ecological forces are proportional to
concentrations and standing stocks of the inter-
acting compartments. For example, the plant-
herbivore interaction is expressed as a product
of the two compartments (Fig. 31),

Jp-sp = kePeH . (2)

An important feature of this multiplicative
interaction 18 that no flow occurs when either P
or H 18 zero, which 18 ecologically sensible.
Secondly, the response of the system 1is non-
linear. PFor example, herbivores are capable of
exponential growth given sufficient plant food.

This strategy 1s readily expanded to
include increased complexity. Thus sunlight (S)
and nutrients (N) may be related to plant growth

0,

PHENOMENOLOGICAL

I I x
o o
a a a
P H ] TIME
Fig. 31. Phenomenological Formulations express

interactions that may take various 1linear or
non~linear forms, based on asumptions about the
forces driving each flux.

J = ke*S*N*P . (3)

In this case, the constant k is a composite of
three Interaction coefficients.

This approach is deceptively simple, and it
is ilmportant to recognize the ecological basis
in theory, and that these are not simply crude,
convenient approximations. Odum argues that
these formulations, when properly used to inter-
connect the important functional aspects of eco-
gystems, will model even very complex responses
of systems. As with all models, the extent to
which detail is omitted will limit the complex-
ity of the responses. But the ease with which
this strategy defines appropriate equations for
very simple conceptual models and very complex
ones is an important benefit,

A further advantage is that this strategy
of formulation follows directly and explicitly
from Odum's symbolic language, the Energy Cir-
cuit Language (ODUM, 1972). Once the conceptual
model is diagrammed correctly using the various
symbols, the appropriate mathematical equations
are easily specified. The power that this pro-
vides in formulating even very complex systems
is very great (see BAYLEY and ODWM, 1976).
Often, the symbols of the circuit language are
used loosely, and only in the diagramming step,
so that many are unaware of their mathematical
implications.

Mechanistic formulationa. The two previ-
ously described strategles of formulation are
based ultimately upon a holistic view of the
ecosystem. The formulations are derived ‘from
the top down.' In mechanistic models, the for-
mulations are derived 'from the bottom up' in
that they are based on controlled experiments
that define specific functional responses, often
under laboratory conditions. For example,
rather than specifying the flux of plants into
herbivores based on the observed changes in
those two compartments in the natural system (as
is done in the holistic methods), the ingestion,
agsimilation, and respiration rates could be
measured 1in the laboratory as a function of
certain variables believed to control these
fluxes. The result would be a series of
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experiments that would be used to specify, for
example! a. ingestion rate as a function of
available plant food and temperature, b. assimi-
lation efficlency as a function of ingestion
rate and feeding history, and c. respiration
rate as a function of body size and tempera-
ture. These functional relationships are 'mech-
anistic' in the sense that they specify underly-
ing processes that may contribute to the ulti-
mate net fluxes observed in the field.

This {s fundamentally a ‘'reductionist'
approach. In fact, models of this type are
clearly testing the extent to which our knowl-
edge of these presumed mechanisms fs capable of
explaining changes we observe in the ecosystem.
Here, again, the basic hypothetical nature of
the modelling process is apparent. Of course,
ingestion rate (continufing the sal-ve example)
really varies in response to many more factors
than we postulate. For example, food type,
size, age, water turbulence (for plankton),
light level, and many other variables might have
to be included for a complete understanding of
the control of herbivore ingestion rate. By
onitting some, we are stating a hypothesis that
food availability and temperature are the most
important, and we proceed with the model to test
this assumption.

Numerous examples exist to demonstrate this
approach to the formulation step in modelling
(see KREMER and NIXON, 1978 for one example and
a review of others). It {s the method most con-
sistent with the great body of reductionist data
on factors affecting marine organisms. And thus
it 18 the method most often employed by many
biologists not specifically trained as systems
ecologists. Yet it is ilwmportant to see this
strategy as belonging to the spectrum that also
contains the holistic methods. Examples can be
readily found that fall between these extremes.

Complex conceptual wmodels using the Energy Cir-

cuit Language have been formulated into equa-
tions where some of the coefficients of fnterac-
tion are replaced by functions of specified form
(e.g., MITSCH, 1976). Thus, 1instead of the
straightforward multiplicative equation (3), we
night specify

J = k*f(S) *£(N)* P (4)

where the functions £(S) and £(N) are defined
empirically or a priori.

It might be more precise to refer to this
strategy as 'pseudo-mechanistic,' since the form
of the functional relationships proposed as
'mechanisms’' are often based primarily on obser-
vations. In a few cases, formulations may be
well founded on some principle or 'law' so that
the expected form 1s fixed. Thus the effect of
temperature on physiological rates is usually
modelled as an exponential function based on the
thermodynamic Arrhenfus equation, even when the
data are fit just as well by a straight line.
But more often, the formulations are mechanistic
only in the sense that they express observations
at a lower level of organization than is being
simulated, as i{s discussed below.

Coefficient Selection

Once the form of the equations has been
chosen, using one or a combination of the strat-
egies mentioned above, the coefficients must be
selected, This 1is done based on data, and
involves a statistical fitting of the data to
tht equatfon to achieve a satisfactory fit.
Thus, if a straight line were assumed to express
the rate of some process (J) depending on the
value of some variable (X), a linear regression
technique (l.east Squares, or Functional Regres-
sion, see RICKER 1973, 1975) would determine the
best cholice of the slope and intercept,

J=woX +b . (5)

In some casee, especially using the mechanistic
strategy, even the form of the equation may be
based on observations, rather than on some a
priori hypothesis about a wmechanism. In this
case, the formulation is simply a statistical
nodel but at a lower level of organization
(i1.e., a statistical model of a process 1is used
as a mechanistic part at the ecosystem level).

An important diffevence exists between the
mechanistic formulations and the more holistic
strategies 1in the area of coefficlent selec-
tion. Mechanistic equations require laboratory
data or carefully controlled field data to
determine coefficients for the processes. Thus
the coefficients for equations in Fig. (32)
would be based cn data relating herbivore inges-
tion to food availability, respiration rates as
a function of body size, temperature, etc.
These data might all be from lab experiments.
Yet the final simulation results would be com-
pared to descriptive data at the ecosystem
level, i.e., seasonal abundances of plants, her-
bivores, nutrients, etc. Thus, with mechanistic
models, the data required to build the model is
very different from that used to evaluate the
model.,

With the phenomenological or 1linear formu-
lations, the same type of system-level data is
ugsed to select the coefficlents and to evaluate
the simulation. It 1s therefore extremely
important that independent data sets be used in

the two phases of model development. This is
MECHANISTIC
t(P,H)
HERBIVORES
x x x
o o o
2 z z
a a a
p H TIME
Fig. 32. Mechanigtic Formulations express

functional relationships between fluxes and the
variables assumed to be important in determining
the fluxes, based on controlled observations in
the laboratory or in the field.
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often a problem since complete gets of descrip-
tive data are not easy to obtain, and, for exam-
ple, only one year of adequate data may be
available. Then the data must be used in parts
to avoid the tautology of testing the model
against the data used to develop it. For exam-
ple, coefficients might be selected based on
only a few months of data, while the rest of the
data {s kept for evaluating the results.

Contributing Errors in Formulation

Biologists, probably because of thelr gen-
eral training in the reductionist approach, tend
to emphasize the importance of increased com-
plexity in understanding ecosystems. Aside from
the question of whether this or a more holistic
approach 1is more preferable philosophically,
there is a methodological constraint on how much
detail to include 1in numerical models. Two
forms of error may contribute to general inade-
quacy of a model (O'NEILL, 1971; O'NEILL and
RUST, 1979). Pormulation error 1is introduced
because the conceptual model, as formulated, is
a poor analog of the real system. For example,
if a formulation of herbivore grazing includes
food availability and temperature but neglects
feeding history of the organism, it may never
provide satisfactory agreement with observa-
tions. Secondly, error 1is introduced when we
attempt to select coefficients, each of which
have mwmeasurement error and thus uncertainty
associated with them. O'Neill has graphically
demonstrated that formulation error is greatest
with very simple conceptual models, whereas mea-
surement error compounds itself as model com-
plexity fncreases (Fig. 33). Theoretically, at
least, some optimum exists where combined error
is minimized, and there are suggestions about
how to consolidate conceptual detall toward this
goal (O'NEILL and RUST, 1979). For our pur-
poses, the main point is that it is not always
necessary or desirable to include more and more
det.ail, even though available information sug-
gee!'s that factors may have some effect.
Rather, the modeller should attempt to distill
the complexity down to include only the factors
most important in understanding the processes.

COMPONENTS OF ERROR IN MODEL PREDICTIONS

Total Model
Inoccu(ocy

@
(@]
o
o«
w
2
(@]
| Formulation
Q1 Error
o
w Measurement
a Error
MODEL COMPLEXITY
Fig. 33. Two components of error contribute to

the inaccuracy of a model. One is due to formu-
lations that inadequately represent the ‘'real
gystem.' Another is due to errors inherent in
measuring coefficients, and thus is increasingly
important in complex, detailed models.

Verification, Calibration, Sensitivity
Analysis and Validation

Introduction

During the last decade, the field of eco-
logical modelling has, to a certain extent,
developed towards application of more well
balanced complexities of models. It has been
realized that the complexity of the model should
be selected in accordance with the objectives of
the model, the characteristics of the ecosystem
and the data available, and in most cases the
data will limit the applicable complexity of the
model (see also JEFFERS, 1978), During the com-
ing years, we will get faster and faster com-~
puters which will make it possible to make simu-
lations with more complicated models, but the
calibration and validation of the models will
require data, which in quantity (and partly in
quality) are proportional to the squared com-
plexity of the model. A comprehensive data col-
lection 18 expensive, and in many ecological
model studies the cost of data collection
amounts to 80-90% of the total cost, making the
use of complex models prohibitive. Validation
nust be distinguished from verification. The
usage of the words 1is not consistent; however,
verification 18 here regarded as the process of
testing whether the general behavior of a model
is in accordance with the intentions. Verifica-
tion 18 therefore largely a subjective assess-
ment of the behavior of the model, rather than
an objective test of how well the model outputs
fit the data--this is termed validation. To a
large extent verification will inevitably go on
during the play with the submodels and the total
model before the calibration (Fig. 34).

Calibration is a crucial step in the
modelling procedure, and the predictive value of
the model 1s highly dependent on selection of

realistic parameters, which wultimately will
determine ‘ the agreement between model and
observation.

Verification, sensitivity analysis, cali-

bration and validation, the four last steps in
the modelling procedure presented in Pig. 34,.
will be discussed in detail below.

The Application of Submodels

It 1s critical to include in the model - as
already discussed in the introduction - submod-
els of importance to the problem in focus. This
implies that the characteristic features of the
ecosystem must be used as background knowledge.

It 1is possible to find in the 1literature
descriptions of characteristic processes in
aquatic ecosystems, but ecosystems are soft sys-
tems containing several feed-back mechanisms,
suggesting that a rigid description in the form
of an equation for a process is not valid, at
least not with the same parameters in vii €co-
systems. Consequently, all general process
descriptions must be questioned and verified for
each case study, and the parameters must be
calibrated against data from the modelled eco-
systems, within ranges in accordance with the
literature.
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Definition of

problem
Selection of
co! plexiry
Bounding of the
problem in time,
space and subsystems
Quality of
Need of data | available data

Conceptual diagram

Equations

4
Verification

Sensitivity analysis

(Revision is
needed)

4
Calibration ////”

Validation

Fig. 34. Schematic of modelling steps emphasiz-
ing the 1importance of the junctures of the
selection of complexity and of ravision. See
also JPRGENSEN and MEJER (1977) and JPRGENSEN
(1980).

It is often advisable to examine suggested
submodels for ecological processes either in
situ or In the laboratory and base a calibration
of these submodels on datea from such an examina-
tion. It is of great importance to base such
calibrations on high quality data. The growth
of phytoplankton, for example, shall be used to
illustrate thecse considerations.

In many studies data have been used based
on measurements with too low frequency, e.g.,
twvice a wonth. However, the dynamics of phyto-
plankton occur at too high a frequency to allow
a reliable calibration on the basis of such mea-
surements. As demonstrated in Fig. 35, the dif-
ferential coefficient d(phytoplankton)/dt will
be interpreted wrongly when a low measuring fre-

PHYT (mg ™)

1 1 1 1
/74 1574 178 15/8 e
DATE

Fig. 35. Algae concentratfon plotted versus
time, where k indicates a sampling frequency at
twice a month (+), and b at three times a week

(0).

quency 1is used, while measurements carried out
3-4 times a week will give a completely differ-
ent picture of the phytoplankton dynamics during
the spring or summer bloom., It implies that a
reliable calibration should be achieved by use
of intensive measuring periods. The details of
the application of this technique is described
in JPRGENSEN (1980) and J@PRGENSEN and MEJER
(1981). PFurther detalls are also given in MEJER
and JPRGENSEN (1980) and some short notes on the
procedure are given with FPig. (36), below.
However, it should also be stressed in this
context the possibility this procedure gives to
test equations used in the model or submodel.
If the measurements cannot be fitted to the
model, it means that the parameters found are
not constant, and there is every reason to
question the equations.

The conclusion of this discussion can be
summarized in the following outlines recommended
for formulation of processes:

a. The processes included in the concep-
tual diagram are formulated in accordance with
previous modelling experience and the litera-
tare. Possible alternatives are included at
this stage.

b. The most crucial submodels (equations)
ure examined in the laboratory or inm gitu. An
attempt will be made to get high quality data a-
a result of these examinations. The sampling
frequency must be in accordance with the dynamic
of the subsystem and the goals of the model (day
by day prediction, annual average values only,
ete -)'

c¢. The data mentioned {n point b are used
to calibrate the model. If the parameter values
are unrealistic or not constant, alternative
descriptions of the processes must be tested.

Verification

Linkage of good and verified submodels does
not necessarily lead to a good and well-working
total model. It 1s necessdary to verify the
total model, meaning that it must be tested to
see whether it reacts in accordance with expec-
tations, e.g., higher nutrient concentration
gives a higher degree of eutrophication, higher
mercury concentration and more damage to the
biological components of tte model, etc.
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If the verification is unsuccessful, it is
neceagary to examine whether a submodel {s miss~-
ing or the 1linkage of submodels must be
changad.

The following steps, sensitivity analysis,
calibration and validatfon are described below,
but it is worth mentfoning here that these three
steps might also question the total model. If
the sensitivity analysis shows that the model is
very sensitive to a certain parameter, a more
accurate submodel or a more accurate calibration
of the submodel might be required. If the cali-
bration or validation is found to give insuffi-
clent accuracy, this might also lead to consid-
erations on how the total model can be
improved.

Sensitivity Analysis,
Calibration and Validation

Parameters can be considered constant for a
specific ecosystem, or part of an ecosystem. In
the causal models the parameters will have a
scientific definition, for instance, the maximum
growth rate of phytoplankton: that is, the rate
at vhich phytoplankton grows under the best pos-
sible conditions (temperature, light, nutrient
coacentration, etc.). Many parameter values are
known within limits. In JPRGENSEN et al. (1978)
can be found a comprehensive collection of eco-
logical parametera. However, only a few param-
eters are known exactly, and it 1s necessary to
calibrate the parameters. The reasons for this
can be summarized in the following points:

a. As indicated above the parameters are
usually known only within limits.

b. Different species of animals and plants
have different parameters which can be found in

the literature (JPRGENSEN et al., 1978)., How-
ever, most ecological models do not consider
species but trophic levels, e.g., many eutrophi-
cation models do not distinguish between differ-
ent specles of phytoplankton, but consider phy-
toplankton as one state variable. 1In this case
it is possible to find limits for the phyto-
plankton parameters, but as the composition of
the phytoplankton species varies throughout the
year, exact average value cannot be found.

c. The influence of the ecological pro-
cesses which are of minor importance to the
gtate variables in focus, and therefore not
included in the model, can, to a certain extent,
be considered by the calibration, where the
1esults of the model are compared with the
observations from the ecosystem. This might
also expli:in why the parameters have different
values in the same model, used for different
ecosystems. The calibration can, in other
words, take spatial differences and the ecolog-
ical processes of minor importance into consid-
eration, but it is, of course, essential to
reduce the use of the calibration to this pur-
pose. The calibration must never be used to
force the model to fit observations if this
implies that unrealistic parameters are
obtained. If a reasonable fit cannot be
achleved with realistic parameters, the entire
model should be questioned. It is, therefore,
extremely important to have realistic ranges for

all parameters o. at least for the very sensi-
tive parameters.

Consequently, a calibration of the total
model is almost always required, applying a set
of measured data. However, a calibration of
several parameters 18 not realistic. Mathe-
matical calibration procedures for ten or more
parameters are not available for most problems.
Therefore, it is recommended:

a. to use good literature values for all
parameters, and

b. to make a sensitivity analysis of the
parameters (Fig. 34) before the calibration, and
select the most sensitive parameters, as an
acceptable calibration of 4-7 parameters is pos-
sible with the present technique.

A sensitivity analysis is carried out using
the following definition:
Ax/x
. (1)
5 AParam/Parnm
where S, 1is the relative sensitivity, x s the
state variable and Param 18 the considered
parameter.

If it 1is necessary to calibrate 10 param-
etexrs, it 1s advantageous to use two different
series of measurements for calilbration of five
parameters each, preferably by selecting measur-
ing periods where the state variables are most
gensitive to the parameters calibrated (MEJER
and JPRGENSEN, 1980; JPRGENSEN et gl., 1981).
It 18 of great importance to make the calibra-
tion on the basis of good data for the total
model as well as for submodels. An outline of
the method is given in (Fig. 35).

Changes in Structure

Most ecological models are used to make
predictions on the responses to changes in the
external factors. Ecosystems are, however, soft
systems, which are able to meet changes in
external factors with only minor changes in the
ecosystem due to a high flexibility in the
structure.

This ability of the ecosystem can be quan-
tified by means of the concept ecological buffer
capacity which 1is defined as the change in
external factors related to the change in a
state variable:

A(ext. Pactor)
ext. Factor
B = (2)
A(st. variable)
st. variable

where B 18 the ecological buffer capacity.

A buffer capacity for each combination of
external factors and state variables can be for-
mulated, implying that a model with n external
factors (precipitation, {input of nitrogen, etec.)
and m state variables (phytoplankton concentra-
tion, zooplankton concentration, soluble phos-
phorus concentration, etc.) will have m*'n dif-
ferent ecological buffer capacities.
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Fig. 36. Summary of method is as follows: (a)
Pind cubic spline coefficients 34(tjy). 1.e.,
second order time derivatives at time of obser-
vation, tj4, of the spline function sg-(t)
approximating the observed variable Y (t).
(b) Estimate Yl(tj) fron the spline coefficlents
found in step a. (c) Solve for a, or for a sub-~
set of the components of a regerded as unknown.
(d) Evaluate the feasibility of the solution of
a0 found in step ¢. If not feasible, modify the
part of the model {nfluenced by 36 and go to
step a. (e) Choose a significance level, and
perform a statistical test on constancy of a0.
If the test fails, modify appropriate submodels
and go to step a.

For further details on this concept, see
JPRGENSEN and MEJER (1979) and J@RGENSEN et al.
(1981). This consideration implies that a model
constructed from an observed structure valid
under a given set of external factors, might be
fneufficient to make predictions, if another set
of external factors prevails. These ideas are
conceptualized in Fig. 37. Impact on the system
will {mply that a unew structure is developed.

Impacy/external lactors

Response \l\v/L/
Mutations
Ecosystem structure change the
genelic pool
Possibilities deter-
Changes mined by the

seleclion genetic pool

New ecosystem structure

Fig. 37. Schematic of consequences of the
impact due to external factors on an ecosystem
structure.

It has been shown that the changes 1in
structure, observed as a result of another set
of external factors, are accompanied by an
increase in the thermodynamic function energy,
defined as:

Energy = TeI. (€))

where T 18 the absolute teuperature and 1 the
thermodynamic information:

I = k*°Py**1n Py*/Py (4)

where Pj* and Pi are probability distributions,
a poeteriori and a priori to an observatiou of
the molecular details of the system, and k is
the Boltzman constant.

Most models have a rather simple structure
compared with the real ecosystem, but although
this structure is valid for most combinations of
external factors, the parameters, which are
valid only for the species present at a certain
gystem structure, will vary. The shift in
parameters can, however, be taken into account
by using the above-mentioned hypothesis.

The energy, which easily can be computed
for a given model (see JPRGENSEN and MEJER,
1979; 1981), can be used to determine the param-
eters which are valid for any new set of
external factors. The presented hypothesis is
one method to build ecological principle into
the model.

Further work on this general problem nust
be expected in the coming years, as it is cru-
cial for further progress in ecological model-
ling to be able to take shifts in ecologlcal
structure into account, if the predictive value
of our model 18 to be improved.
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OCEANOGRAPHIC CHARACTERISTICS OF THE
MEDITFRRANEAN

Water Masses and General Circulation

The Mediterranean Sea, with its negative
water balance, is a typical example of reverse
estuarine dynamics. Since the time of the
Danish Oceanographic Expedition (NIELSEN, 1912)
which was the first modern oceanographic study
of the entire Mediterranean Sea, a number of
authors have described in part or in full the
hydrography and circulation of the Mediterrauean
basin but none in such an enlightened manner as
HOPKINS (1978). The process by which the incom-
ing surface north Atlantic water, with salinity
slightly above 36 ppt, 1s transformed into the
outgoing deep Mediterranean water, with salinity
above 38 ppt, 1s one of the most important
oceanographical problems encountered in the Med-
iterranean Sea (LACOMBE, 1974). The dynamics of
this process require not only large horizontal
movements, covering the entire basin, but also a
general net gain in density that often generates
unusually large vertical velocities seldom found
in other regions of the world's ocean.

During the passage through the different
basins, the Atlantic Ocean water is subject to
varying climatic conditions inducing wide tempo-
ral and spatial variations of its temperature
and salinity, although these variations are con-
fined mostly to the upper layers. The tempera-
ture of the water below the thermocline, charac-
terized by an outstanding homogeneity, varies
around 13°C (potential temperature) i1In the
Western Mediterranean, while in the Eastern Med-
iterrancan, the less homogeneous, intermediate
and deep waters range 1in temperature between
13°C and 16°C. Changes in salinity of these
subsuvrface and deep waters span from 38.35 ppt
to 39.10 ppt (MILLER and STANLEY, 1965) with
only 2 percent of the water being fresher than
38 ppt and 0.1 percent saltier than 39 ppt. The
least saline waters are found in the Western
Mediterranean and in the Adriatic Sea, and the
saltiest in the Levantine Sea. These facts
often make the distinction between the various
water masses, especially those originated within
the Mediterranean Sea, a rather sophisticated
exercigse. However, fairly steady-state condi-
tions are reached, and various characteristic
water masses may be identified, not without dif-

ficulty, by slight inversions in the vertical
trend of the temperature and salinity
distributions.
Water Masses

Surface. In the surface layers, the only

obvious water mass 1 the North Atlantic Water
mass (NAW). It is formed by mixtures of 'the
relatively low saline water entering through the
Strait of Gibraltar and the saltier subsurface
wvaters forming a surface layer 150 m to 250 m
thick. The characteristics of the inconing
water at Gibraltar (Pig. 38) may be represented
by a potential temperature of 15°C and a
salinity of 36.25 ppt, although surface values
in the area of the strait may range up to 20°C
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Fig. 38. The potential temperature versus

salinity for the inflows and outflows from the
Western Mediterranean Basin, From SANKEY
(1973), with permission of Pergamon Press.

and 36.45 ppt (FRAGA and ESTABLIER, 1974). The
values at the salinity minfmum encountered in
the surface layer increase eastwards, rapidly in
the Alboran Sea as a consequence of intense
recirculation, and then more slowly reaching the
Sicilian (SANKEY, 1973) and Balearic channels
(SALAT and CRUZADO, 198la) with salinities
around 37 ppt, thus containing a mixture with
roughly 70 percent of the original Atlantic
water and 30 percent of HMediterranean intermedi-
ate or deep water. The identity of the NAW may
be tracked by the salinity minimum values found
at or near the surface not only in most parts of
the Western Mediterranean basin but also in the
western areas of the Fastern Mediterranean basin
as well (Fig. 39). A remnant of the NAW may
also be detected as a subsurface layer of mini-
mum salinity to the eastern end of the Levantine
Sea (LACOMBE and TCHERNIA, 1960; OREN, 1971).

Recycling of the NAW, just at the entrance
of the Mediterranean Sea, favors the mixing with
outflowing intermediate and deep waters, con-
tributing to the relatively low salinity of the
outflow. The proportion of NAW in the Gibraltar
outflow has been estimated as 23% (HOPKINS,
1978), or 35% (SANKEY, 1973). At the eastern
Alboran Sea and in the southern Balearic Sea,:
the NAW flow produces meanders and deviations
towards the nirth, the most 1important of which
occurs in the vicinity of 1°W, 20E and 79E and
reaches the northern part of the Balearic Sea
and the southern part of the Ligurian Sea, the
west of Corsica, and the Tyrrhenian Sea. Areas
of the Mediterranean where the surface and sub-
surface salinities are never less than 38 ppt
(Fig. 39) may be considered as not directly
affected by the NAW. Often in these areas
warmer winter deep or intermediate waters occupy
the shallow layers as a result of the divergence
existing in the zone (OVCHINNIKOV, 1966).

The evolutfon of the NAW 1s dependent on
the climatic conditions encountered as it moves
from west to east through the Western Mediter-
ranean. The intensive solar heating of summer
cauges a strong thermocline to develop which,
because of the lower salinity of this water
mass, remains in a surface layer about 50 m to
10 m thick that spreads into a large part of the
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SURFACE SALINITY MINIMUM

Figo 39.

The surface layer saliuity minimum.

From LACOMBE and TCHERNIA (1960),

with permission of Cahiers Oc&anographiques.

eastern basin, especfally the southern Ionian
Sea, from the Sicilian Channel to the Cyrenalca
peninsula. The salinity of the NAW after cross-
ing the Sicilian sills (MOREL, 1971) is about
37.50 ppt and 1incceases to about 38 ppt at 220F
(LACOMBE, 1974). During its transit into the
Levantine, the NAW becomes heavier than the
warmer, more saline surface water and sinks to a
depth of 30 m to 75 m (OREN, 1971), where f{it
remains and 1is marked by a salinity minimun
value generally 1less than 38.6 ppt. On the
other hand, the surface weter is cooled during
winter, often by the dry sirocco winds blowing
from North Africa, causing an increase in den-
sity in this overlying surface water and conse-
quently a destruction of the NAW by convective
nixing. Thus the NAW entering the Eastern Med-
iterranear loses its identity in traunsiting the
Ionian Sea.

The NAW may exert some 1influence on the
gurface water salinities in the northern por-
tions of the Mediterranean Sea, but its effect
is generally masked by other riverine sources of
fresh water. In particular, the lowering of the
salinity observed in the Golfe du Lion and along
the coasts of Catalonla is basically produced by
the discharges of the Rhone (FURNESTIN, 1960)
although a small proportion of this water wmay
have its origin in a branch of NAW which flows
northward towards the eastern Halearic and
Ligurian Seas and then turns westwards along the
Provencal, Golfe du Lion, and Catalan coasts.

The Adrfatic Sea 18 an exception among the
Mediterranean basing in that it receives suffi-
cient freshwater from the Po and other smaller
rivers so that its annual .water balance is posi-
tive. In the Aegean Sea, the slightly Ilower
surface salinities, particularly along the
Greclan Coasts, are a consequence of river dis-

charges and of the fresher water entering from
the Black Sea through the Dardanelles. In the
southeastern Levantine, the Nile runoff used to
play a role similar to that of the European
rivers in the north; however, the effect has
been strongly minimized since the Aswan High Dam
became operative in 1965 (GERGES, 1976a).

Subsurface. The deeper water masses of the
Mediterranean originated within the sea itself
and are extremely homogeneous in their tempera-
ture and sgalinity characteristico. However,
small but persistent features, such as maxima or
pinfima in the vertical are used to identify dif-
ferent water masses. One of these water masses
is the Deep Water mass (DW) that occupies depths
greater than atout 500 m in the western basin
and 700 m in the eastern basin.

As a result of the relative isolation
caused by the existence of a shallow sill across
the Sicilian Channel and of a layer of warmer
and saltier intermediate water that acts as a
1id in the eastern basin, relatively important
differences exist between the temperature and
salinity of the DW in the eastern and western
basins. The DW of the Western Mediterranean has
a mean potential temperature of 12.7°C and a
n2an salinity of 38.4 ppt, corresponding to a
sigma-t of 29.10 (SANKEY, 1973), while that of
the Eastern Mediterranean, only slightly heavier
with a sigma-t of 29.15, has a mean temperature
of 13.6°C and a mean salinity of 38.7 ppt
(HOPKINS, 1978).

Differences also exist within each basin.
Small differences exist in the distribution not
only of temperature and salinity but also of
dissolved oxygen. An increase in the values of
the first two properties and a decrease in the
latter may be considered an 1indication of the
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remoteness from the sgource reglon (Fig. 40),
because the DW can only mix with the warmer and
saltier intermediate waters above it and because
lower oxygens are correlated with the age of a
subsurface water.

In the Western Mediterranean, only the
Tyrrhenian Sea deep water body departs from the
characteristics of the main body of DW, with
slightly higher temperature and salinity val-
ues. This 1ig the result of the basin's rela-
tively closed configuration, which restricts
horizontal exchange of DH. The Alboran Sea deep
water also differs from the main DW body through
nixing with the fatermediate water. It is this
wmixture that flows over the sills across the
Strait of Gibraltar into the Atlantic Ocean.

The Aegean Sea deep water, with temparature
of 14.59C and salinity of 38.96 ppt, appears to
be 1isolated from the bulk of the Eastern Medi-
terranean DW (POLLAK, 1951), and large or per-
slstent outbreaks of Aegean deep water into the
Ionian basin have anot been reported so far
(MILLER, 1974). The Adriatic Sea deep water,
with 12.9°C and 38.57 ppt, the most important
source of the Eastern Mediterranean DW (POLLAK,
1951), is formed in the southern Adriatic after
vertical and horizontal mixing of winter cold
surface water with varmer surface water entering
through the Strait of Otranto. The small but
consistent differences in the dissolved oxygen
content, 0.15 ml 03/t, between the Jonian and
the Levantine basins, suggests a DW age of about
200 years (HOPKINS, 1978).

Intermediate waters, generated within the
Western Mediterranean by winter convection pro-

From WUST (1961), with permission of Journal of Geophysical Research.

cesses, often referred to as 'winter waters'
(FURNESTIN, 1960), show lower temperature and
salinity values than the DW. They are generally
seasonal with only small portions remaining in
summer identifiable as a temperature minimum
layer. Their influence on the dynamics of the
system as a whole is rather limited. Interme-
diate waters produced in the Eastern Mediterra-
nean, on the other hand, have a qulte different
behavior as a consequence of their higher den-
sity and play a very important role in maintain-
ing the salt balance of the two basins and of
the Mediterranean Sea as a whole. They are
formed by the winter cooling of the highly
saline surface water (up to 39.5 ppt) and the
nmixing with the remains of the subsurface NAW.
The process seems to take place preferentially
south of Turkey and around Cyprus (LACOMBE and
TCHERNIA, 1974) and algo off the coasts of Egypt
(MORCOS, 1972). This water mass, with tempera-
tures ranging from 15°C to 189C and salinities
between 38.8 ppt and 39.1 ppt, is referred to as
the Levantine Intermediate Water (LIW). WMORCOS
(1972) suggested that the LIW can also be formed
in the Southern Levantine by winter convective
mixing. The T-S diagram of Fig. (41) shows the
gseasonal transformation in the water column in
the Southern Levantine. A vertically homohaline
water mass of the winter occuples the depth
range of 0 to 300 m. In the spring, it appears
between 200 to 300 m as a vertical salinity max-~
imum. From August to November it collapses to a
well defined core layer represented by points,
each of which retains the same density but
becomes cooler and less saline. This dense
homogenous water mass of relatively low tempera-~
ture and high salinity occupies the broad conti-
nental shelf and part of the continental slope
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off Egypt. During the favorable winter condi~
tions it can slope down and spread as an inter-
mediate water to the norcth and south., From this
and other evidence MORCOS (1972) concluded that
a secondary source of formation of LIW exists in
the southern Levantine., The LIW is more hetero-
genous in the eagtern Levantine than in the
other basins of the Mediterranean, which 1is fur-
ther evidence that it 1is formed there. These
waters becoze more homogeneous through mixing
during their general westward flow through the
Fastern Mediterranean (LACOMBE and TCHERNIA,
1960), where it everywhere occupies a layer
between 250 m and 400 m deep under the surface
NAW and i3 identifiable by a vertical salinity
maximum. The LIW has been tracked in the vari-
ous regions of the Mediterranean Sea by the core
method (WUST, 1961). As this water mass pro-
gresses away from its Levantine source, its
water type changes due to mixing without any
significant change {in potential sigma-t giving
rise to an isopycnal T-S regression (Fig. 42).
During winter, the waters above and below the
LIW are often colder and less saline, especilally
in the northwestern Mediterranean, the LIW layer
appears as an elbow or ‘scorpion's tail'
(TCHERNIA, 1974) in local T-S diagrams.
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Fig. 41. T-S diagram of the core layer of the

LIW in the six northerumost stations of the
meridional sections of ICHTHYOLOG in the four
seasons of 1966. Sections A to F are from east
to west, respectively. From MORCOS (1972), with
pernission of Gordon and Breach.

On passage through the Sicilian channel,
the LIW undergoes a drop in salinity to about
38.75 ppt as a result of the active vertical
mixing with the overlying less saline surface
NAW (MOREL, 1971). From there the LIW seems to
spread to the north, a small portion entering
the Tyrrhenian Sea, and a larger portion enter-
ing the Ligurian and Catalan Seas, where it
appears in rather discontinuous tongues. Vari-
ous guthors have observed LIW on the African
side also (COSTE, 1971). The properties of the
LIW found in the southwestern Balearic Sea cor-
respond to a much older water than that found
between Sardinia and Tunisia, suggesting that
most of the LIW circuits around the northern
shores of the Western Mediterranean in a large
cyclonic gyre back to the North African coast

1

e

e
Fig. 42. T-S diagram for the LIW core in winter
and summer. The left portion shows the winter
stations and the right portion, the summer sta-
tions. The code for the various seas is given
in the insert at the top. From WUST (1961),
with permission of Journal of Geophysical
Research.

s

rather than proceeding there directly from the
Sicilian Straits. In the eastern Alboran Sea,
the LIW is well mixed with the DW, and the
salinity maximum observed is only about 0.04 ppt
above the values of the DW (FRAGA and ESTABLIER,
1974). This mixture flows over the Gibraltar
sills along their northern channel, and 1is
strongly exposed to-admixture with the entering

Atlantic surface water since the sills are
exterior to the Mediterranean Sea (HOPKINS,
1978).
Circulation

Surface. The forces that drive the flow of

the surface north Atlantic water into the Medi-
terranean Sea secem to be basically produced by a
lower sea level in this basin with respect to
that of the adjacent Atlantic Ocean, which {is
caused by a mean excess of evaporation over pre-
cipitation and runoff. In opposition there
exists an internal pressure directed out of the
sea which 18 caused by the heavier Mediterranean
deep waters. Together these forces favor a mean
circulation of in at the surface and out at the
bottom, which is characteristic of negative
thermohaline circulations (HOPKINS, 1978). This
general trend, however, 18 modified by a number
of transient forces that range from tidal to
meteorological, contributing to important high-
frequency fluctuations of the flow of water
through the Strait of Gibraltar and making 1its
quantification extremely difficult.

As a result of the weakness of the tidal
forces in the Mediterranean Sea, tidal circula-
tion 1s generally negligible except in the
neighborhood of the Strait of Gibraltar and at

the amphidromic points 1like those of the
Sicilian channel, Sea of Crete, and 1in tbre
northern Adriestic. Motions caused by wind

- 52 -

o
e

P



stress and atmospheric pressure distribution
generate important components of the velocity
field. However, the thermohaline forces created
by the hydrographic structure already described
in the preceding section are more important in
determining the net circulation in the Mediter-
ranean; that is, the surface NAW flows eastward
throughout, and the LIW and the western DW flow
westward, and the eastern DW flows eastward.

Because of the rotation of the Earth
(Coriolis effect) a general flow pattern of
eastward to the south and westward to the north
would be expected to produce a cyclonic
(counter-clockwise) gyre in each of the basins.
However, the large number of straits and sills,
especially in the Eastern Mediterranean, compli-
cates the actual circulation pattern not only of
the surface layer but also of the deep and
intermediate water layers. Based on the data
gathered by the THOR expedition in 1908-1910,
NIELSEN (1912) proposed a surface circulation
pattern for the entire Mediterranean Sea (Fig.
43) which 1s still considered representative
(LACOMBE, 1974; LACOMBE and TCHERNIA, 1972,
1974) although a large amount of research on
this subject has been carried out in the last 70
years, In the Western Mediterranean in particu-
lar a number of authors have studied the current
systen and contributed to the improvement of the
simple Nielsen scheme. ALLAIN (1960), taking
into consideration previous works as well as his
own dynamic computations, produced an improved
version of the summer general circulation for
the surface waters of the western basin. The
main features are a number of cyclonic gyres
found at the various parts of the basin, espe-
cially active alorg the northern shores of the
Balearic, Catalan, Ligurian and Tyrrhenian
seas. These gyres carry the largest part of the
NAW all the way through the Balearic islands and
into the Ligurian Sea. The remaining NAW,
involved with the north African flow generating
several weak clockwise (anticyclonic) gyres,
enters the Tyrrhenlan Sea which is circled in a
cyclonic direction and, after crossing the
Sicflian channel, flows into the eastern basin.
OVCHINNIKOV (1966) also produced a composite
charts of the surface currents for the entire

Mediterranean.
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Fig. 43. Surface circulation in the summer.
From NIELSON (1912), with permission of Report
of the Danish Oceanographical Expedition, 1908-
1910.

The surface circulation has been studied in
greater detail in parts of the western basin.
An excellent example 18 found in the Alhoran Sea
vhere the circulation (Pig. 44) 1is shown in much
greater complexity than that in Fig. 43. The
western Alboran Sea, under the strong influence
of the Strait of Gibraltar inflow, shows a
rather unusual anticyclonic gyre (ALLAIN, 1960;
LANOIX, 1974) that is of interest in a number of
ways . The flow of surface water, at the
entrance of the Alboran Sea, would be expected
to adhere to the Moroccan side by the Coriolis
effect. Inster-, it is directed to the north-
east, towards the southern Spanish coasts,
mostly due to the combination of the topography
of che strait and a baroclinic radius of defor-
mation larger than the radius of curvature of
the Ceuta corner (HOPKINS, 1978). The eastward
flow seems more intense on the northern side,
with speeds up to 90 cm/sec, than the westward
flow along the southern side, with speeds up to
60 cm/sec, while small cyclonic gyres appear in
various places along the African shores. The
gyre water, with salinities below 37.5 ppt,
recirculates to a larger extent, producing a
thickening of the surface layer in the central
zone and a rising on both sides of the interface
between the surface NAW and the deeper water,
producing transient wupwelling phenonena all
along the northern shores and in some offshore
locations as well.

As the gyre bits the Alboran island rise,
it 1s partly deflected to the east, entering a
cyclonic meander that drives most of the surface
flow against the Algerian shores and then east
of 2°W, towards the southeastern Spanish coasts
south of Cabo de Palos (LANOIX, 1974). 1In the
eastern Alboran Sea, the flow takes a more zonal
direction along the shores of Algeria, with
speeds up to 50 cm/sec (HOPKINS, 1978), but soon
the flow splits into two branches, one following
the direction of the Sicilian channel and the
other that of the Balearic Islands. Axial
instability of the zonal flow produces anti-
cyclonic meanders that weaken the identity of
the north African current. The flow directed
towards the Balearic Islands, of about the same
magnitude, joins a large cyclonic gyre that
extends between the Catalan and Ligurian Seas.
The speeds on the Catalan shelf were found to be
persistent in direction and up to 50 cm/sec in
magnitude, and they may still be higher on the
opposite side along the western coast of
Msllorca (ALLAIN, 1960; FONT, 197u). This
alongshore flow on the mainland side constitutes
a well defined western boundary current stretch-
ing from the Tuscany Islands to the eastern
Alboran Sea.

The surface circulation through the
Sicilian channel, of greatest importance to bal-
ance the water lost through evaporation in the
eastern basin, is far from being well known.
Most studies conducted earlier in this region
were devoted to ascertaining the flow of water
in the intermediate layers. The NAW that flows
along the shores of northern Africa changes
direction around Cap Bon in Tunisia, showing
speeds on the order of 10 cm/sec (MOREL, 1971).
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The dynamic relief of the Alboran Sea for the surface relative to 200
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A geostrophic speed scale is located i1

the insert at the top. From LANOIX (1974), with permission of Rapport Technique (OTAN).

However, if the surface circulation follows the
scheme proposed by GARZOLI and MAILLARD (1979),
the main eastward flow 1s not located aloug the
coasts of Africa but takes place through the
middle of the channel, promoted by two opposite
gyres set between Sardinia and Tunisia, the one
to the south being anticyclonic (clockwise).
This flow apparently splits into two branches at
the entrance of the Ionian Sea, one directed
eastward south of Malta, and the other, directed
more southward into the Gulf of Sirte, along the
Libyan shore, where it contributes to an anti-
cyclonic circulation.

Unfortunately, it fis much more difficult to
draw a similar synthesis of recent knowledge on
the surface circulation for the Eastern Mediter-
ranean. Nielsen's scheme (Fig. 42) indicates a
generally cyclonic surface circulation in sum-
mer, broken down in a number of smaller gyres of
the same sign covering the central Ionian, Adri-
atic and Levantine Seas, while two smaller anti-
cyclonic gyres are located in the Gulf of
Sirte, Little more is known of the Ionian Sea
circulation even though it 18 considered
extremely jmportant in the sense of controling
the eastward flow of the NAW.

Subsurface. The circulation of the inter-
mediate and deep waters in both the eastern and
the western basins is even less well known than
that of their surface waters. The general dis-
placement of the intermediate waters 1s from

east to west, and with the very few measurements
of the velocity that have been carried out, no
more than a rough estimate of 5 to 10 cm/sec may
be given as the maximum mean velocities for the
LIW (LACOMBE and TCHERNIA, 1972) which is
presumed to follow a generally cyclonic circula-
tion (Fig. 45). However, in certain critical
places, such as in the lower layers of the
Straits of Gibraltar and Sicily, lower layer
speeds of up to 40 cm/sec have been measured
(MOREL, 1971).

Geostrophic computations at 150 m and 500 m
in the Levantine (OREN, 1970) show a meandering
motion with a cyclonic gyre centered half way
between Rhodes and Cyprus and an anticyclonic
gyre located to the southwest of the former.
The flow 1s southward along the shores of
Lebanon and Israel, to the north along the west-
ern shores of Cyprus, to the south again between
31°E and 299E, and then to the west and again
north at the western end of the Levantfine. This
sort of vague circulation is the result of the
lack of spatial structures of the deep and
intermediate waters of this basin, whose salini-
ties vary less than 0.2 ppt while the tempera-
ture range 1s only about 1°C at 150 m deep
(OREN, 1970).

At intermediate depths in the Ionian Sea,
the flow is cyclonic with a gyre in the northern
part (LACOMBE and TCHERNIA, 1972; OVCHINNIKOV,
1966) affecting the water transport across the
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Figo 45,
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Stralt of Otranto, and a second gyre close to
Cyrenaica (OVCRINNIKOV, 1966) that probably
drives westward most of the Levantine water to
the region of the Sicilian channel where the
flow is definitely to the weat. Intermediate
water enters into the southern Adriatic favoring
its eastern shores but does not penetrate to the
northern Adriatic because of 1its shallowness.
There 1is no evidence of substantial amounts of
LI¥ in the Aegean.

In the western basin, the LIW flow seems to
follow a cyclonic motion in the Tyrrhenian Sea
and in the northwest, covering the northern half
of the Catalan Sea, the eastern Balearic Sea and
the Ligurian Sea (OVCHINNIKOV, 1966). The flow
along northern Africa has been questioned on the
basis of the continuity of the LIW core proper-
ties (KATZ, 1972) although it probably does
exist along western Algeria. In the Alboran
Sea, the flow is directed basically westward
towards the Strailts of Gibraltar, favoring the
northern side.

Because of the strong homogeneity in the
density of the Mediterranean deep waters, weak
velocities are suspected in the deeper layers.
The net movement is presumed to be away from the
DW source, consequently eastward away from the
Adriatic in the Eastern Mediterranean and south-
westward away from the French coast in the West—~
ern Mediterranean. The main ecvidence of deep
circulation is given by the potential tempera-
ture distribution of ST (1961) shown in Fig.
(102) .

Basic knowledge of the circulation in most
coastal areas of the Mediterranean Sea is lim-
ited and fragmented. Many of the direct current

SALINITY OISTRIBUTION
IN THE CORE LAYER OF THE
"LEVANTINE INTERMEOIATE WATER
' DURING SUMMER

e e

200 M
@D = 200 M (DEPTH OF CORE LAYER)
® STAT(ONS

The salinity maximums and the suggested circulation of the LIW during
From WUST (1961), with permission of Journal of Geophysical Research.

measurements do not reach the current scientific
literature either because they are made by pri-
vate or military enterprises for specific pur-
poses or because a complete scientific analysis
of these large data bases 1s beyond the
resources of local institutions. One of the
main sources of information has been the release
of drifters or drift cards in several regions
carried out 1In the past 25 years (GERGES,
1976b). Some gross features of the western
boundary current along the southern coast of
France and the eastern coast of Spain were stud-—
fed by a number of authors (BOUGIS, 1958; SUAU
and VIVES, 1958; DUBOUL-RAZAVET, 1958) and
recently by the DRIFTEX experiment carried out
between Genoa, Nice and Corsica, within the
framework of MED POL pilot project on Problems
of Coastal Trausport of Pollutants (MED VI).
The circular motion in the Alboran Sea was stud-
ied by GAIBAR-PUERTAS (1967) although his con-
clusions were somewhat in contradiction to geo-
strcphic computations made by ALLAIN (1960) and
by ILANOIX (1974). The north African current in
the Western Mediterraunean was also studied by
GAIBAR-PUERTAS (1966) and the eastward flow
along the southeastern shores of the Levantine
Sea by GERGES (1978) using drifters and drift
cards. Use of drifters in semi-enclosed bays
was made by LOPEZ and ARTE (1973) in a coastal
lagoon of the Ebro River delta, and by ILIC et
al. (1978) in Rijeka Bay in the Adriatic Sea.
However, there are great drawbacks in these pro-
cedures because of the trapping of the drifters
in eddies between the shoreline and the general
circulation, eventually producing results appar-
ently contradictory to the known circulation
patterns. The computer algorithm developed for
DRIFTEX (SALAT and CRUZADO, 1981b) may allow
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previous data to be further analyzed with more
reliable results.

Velocities in the coastal zone are mostly
due to the transient disturbances caused by suc-
cesgive gusts of wind, Small-scale eddies,
often trapped in the inner shelf, are caused by
the existence of topographical features such as
islands, capes or embayments, further compli-
cating local coastal circulation patterns. The
longshore component of velocity generally pre-
dominates over the onshore-offshore component
(UNLUATA et al., 1978) although point observa-
tions may often indicate the existence of impor-
tant cross-shelf wmotions (SHARAF-EL-DIN et al.,
1978). Measurements of this kind should always
be looked upon critically since a number of
high~frequency elements are normally included in
the coastal velocity fleld without much effect
on the transport of water. At any rate, coastal
circulation 18 a local phenomenon likely to vary
from hour to hour and from place to place, fol-
lowing the local meteorological conditions. In
spite of the lack of in situ observations, sev-
eral exerclses have been conducted within MED
POL, and consistent results are emerging from
different coastal areas in the HMediterranean.

Deep-water Formation

Deep water formation depends on the local
neteorology, on the basin's configuration, on
the hydrographic conditfons and on the surface
circulation (HOPKINS, 1978). Buoyancy may be
extracted from the surface water by the alr over
it, through cooling and evaporation processes,
both of which are stronger during winter when
the sea-air temperature differences are
largest. River runoff 1in shelf areas can
decrease the potential for buoyancy loss with
the formation of a low salinity surface layer.
This seems to be the case in the northern Adri-
atic where the circulation associfated with
northerly winds holds the Po runoff in a well
defined plume along the Italian coast (HOPKINS,
1978). This could also be the case in the Golfe
du Lion with the Rhone runoff. Also, a cyclonic
offshore circulation may cause the exposure of
the warm LIW to the surface where the relative
temperature difference enhances the buoyancy
loss and forms a very dense water (because of
the high salinity of the LIW).

Buoyancy may be extracted, under the right
conditions, anywhere in the basin, but a number
of specific locatfons are known to be favored by
their peculiar meteorological and hydrographic
conditions. Some authors have considered the
Aegean Sea as a possible source of Eastern Medi-
terranean DW, but the occurrence of consistent
flow of Aegean deep water into the Ionian Sea
has been practically ruled out (HOPKINS, 1978).
The primary source of deep water for the Eastern
Mediterranean {s that formed in the north and
middle Adriatic 1in winter (POLLAK, 1951), and
for the Western Mediterranean that is formed off
the Golfe du Lion (TCHERNIA, 1974). Dense water
may be formed either on a large shallow area
such as the north Adriatic or the Golfe du Lion
shelves, or over a 'virtual shelf' produced by a
front or pycnocline intersecting the sea surface

(LACOMBE, 1974). In the case of nearshore
formation, the dense water remains in a
baroclinic geostrophic flow parallel to the
coast, except in cases where troughs or canyons
cut across the shelf and this water can escape
to larger depths (HOPKINS, 1978), This seemu to
occur in the Golfe du Lion where shallow dense
water sinks along the Lacaze~Duthiers canyon
(FIEUX, 1971, 1974) or in the Adriatic Sea where
it sinks into the central depression (ZORE-
ARMANDA, 1969). The process of deep-water for-
mation in offshore frontal areas seems to be
more efficient. LACOMBE (1974) has pointed out
the similarity between this and the nearshore
process considering that the sinking of the
dense water takes place along the pycnocline.

A number of authors have studied 1in great
detail this process in the northwestern Mediter-
ranean {see HOPKINS, 1978, for a review) and
come to the conclusion that three phases may be
identified: (1) a preconditioning phase, (2) a
violent mixing phase, (3) a sinking and spread-
ing phase. The preconditioning phase refers to
previous exposure of surface water to buoyancy
extraction which may have occurred by surface
water during the autumn season, or it may be the
result of upwelling of an intermediate water,
particularly the LIW, to the guvrface. Such pre-
conditioned water more quickly becomes unstable
(forns dense water) on exposure to severe winter
cooling events, such as the cold, dry mistral
winds.

The violent mixing phase has been described
as rather catastrophic, requiring the action of
strong winds. Under the effect of the mistral,
the water becomes vertically homogeneous to
depths of more than 500 m and penetrates into
the core of the DW. When this happens, the
entire water column {s filled with ‘winter
water' or deep water, and strong vertical
motions both up and downwards, with velocities
up to 2.5 cm/sec, develop (VOORHIS and WEBB,
1970). The extension of the dense water, reach-
ing potentfial temperatures as low as 12.75°C and
salinities of 38.45 ppt, 1s a patch of about S0
km in the north to south direction and 100 km in
the east to west direction (MEDOC GROUP, 1970).
However, water of the characteristics described
may also be found as far south as 44°N, covering
more than half the distance between the Straits
of Bonifacio and Barcelona (CRUZADO and KELLEY,
1974). In fact, a long wedge of high-salinity
water is maintained from about the latitude of -
the Ebro River (SALAT and CRUZADO, 198la) to the
Ligurian Sea, by a large cyclonic gyre (ALLAIN,
1960; OVCHINNIKOV, 1966; and FONT, 1978).

The sinking and spreading phase begins
after relaxation of the mistral winds, normally
in March. The surface layer, warmed by the
increasingly strong solar radiation, regains
some of its former stratification. The column
of dense water spreads laterally giving rise to
deep water, intermediate 'winter water' and sur-
face water, and the LIW slowly recovers 1its
original structure.

Formation of the Eastern Mediterranean DW
has not been described in such detail but it may
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proceed through similar processes. During win-
ter, the water in the north Adriatic, which is
relatively fresh due to the Po runoff, experi-
ences severe cooling because of the continental
winds: the bora from the northeast and the
tramontana from the north. These wind events
cause buoyancy losses that increase its density
above that of the FEastern Mediterranean DW
(POLLAK, 1951). This water then flows southward
into the middle Adriatic Sea, where it mixes
with the overlying warmer and more saline inter-
mediate water. During exit from the Adriatic it
experiences gsome lowering of 1its dissolved oxy-
gen content, because of in situ oxidation, to
values characteristic of the Eastern Mediterra-
nean DW (HOPKINS, 1978). The flow of Adriatic
deep water through the strait of Otranto varies
with the wind regime (ZORE-ARMANDA, 1969). With
the prevailing northerly winds of summer, sur-
face water is dragged out of the Adriatic Sea,
and intermediate water flows in. Under these
conditions, the flow out of the deep water 1is
limited. During winter, southerly winds force
an inflow of surface water, which together with
an intermediate water inflow, requires a compen-
sating outflow of Adriatic deep water into the
Ionian Sea.

In the northern Ionian Sea sporadic circum-
stances may be right for the winter formation of
DW departing from cooled NAW mixed with inter-
mediate water whose characteristics approach
those of the DW. Such mixtures may be converted
into DW in this area after ten days of catas-
trophic conditions, resembling those of the
northwestern Mediterranean, or after two months
of severe winter conditions (HOPKINS, 1978).

Since the climatic conditions vary from
year to year, the amounts of deep water formed
in each of the basins must be small in order to
account for the homogeneity shown. HOPKINS
(1978) estimated that the overall residence time
of the western DW would be somewhere on the
order of 160 years. The residence time of the
eastern DW, with a lower oxygen content in the
Levantine than in the Ionian basin, has been
estimated by the same author to be above 200
years, both being significantly greater than the
overall residence time of about 90 years esti-
mated by LACOMBE and TCHERNIA (1972) for the
north Atlantic water iIn the Mediterranean
basin.

Nutrient Distribution

The Mediterranean Sea 1is known for Iits
oligotrophic character. Overall nutrient con-
centrations in the Mediterranean Sea waters are
much lower than those found at equal depths in
the Atlantic Ocean (MCGILL, 1969). This has
been proposed as the main cause of the low pri-
mary production observed in the region (SOURNIA,
1973), Only a reduced number of areas recelving
the discharges of the large European rivers,
mainly the Rhone (COSTE, 1974) and the Po
(SCACCINI-CICATELLI, 1973), or those experi-
encing upwelling such as occurring in the north-
western Mediterranean in winter (CRUZADO and
KELLEY, 1974) or in parts of the Alboran Sea
(BALLESTER et al., 1969), are relatively well

fertilized. Vertical distribution of nutrients
in most parts of the Mediterranean basin
(MCGILL, 1969) shows a surface layer 50 m to 100
m thick with very low levels of nutrients at all
times of the year, an intermediate zone in which
nutrient concentrations increase with depth, and
a deep zone in which they remain practically
constant.

The general distributfion of nutrients in
the Catalan Sea and adjacent areas (CRUZADO,
1981) 1is taken here as an example of Mediterra-
nean ecosystem. In the Catalan Sea, nitrate,
phosphate and silicate show the same general
distribution as the rest of the Western Mediter-
ranean, with concentrations {increasing with
depth up to about 9 pg-at/% for nitrate (Fig.
6a), 8.5 ug-at/f for silicate (Fig. 6b) and 0.8
ug-at/% for phosphate (Fig. 46a). Nitrite is
extremely low in the entire water column, but
generally has a maximum in the photic zone,
which seldom exceeds 0.6 ug~at/f (Fig. 46b).
ammonia, an ilmportant component of the nitrogen
cycle, 1s seldom determined and therefore is not
congidered here.
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Fig. 46. Nutrient profiles in the Catalan Sea,

a) Phosphate, From CRUZADO

(1981).

and b) Nitrite.

The transition between the depleted surface
layer and the relatively rich intermediate layer
is very sharp and 1s located below the thermo-
cline during stratified conditions and {s even
found under conditions of no stratification
(SALAT et al., 1978). At first glance, one
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would be tempted to say that this sharp nutrient
gradient is a consequence of the different char-
acteristics of the two water masses above and
below the pycnocline and, in fact, the depth at
which nutrient-rich water 1is found varies from
place to place in relation to the thickness of
the warm surface layer, which in turn is related
to the existence of convergence or divergence
areas (FONT, 1978). However, appreciable con-
centrations of nutrients, especially of nitrate,
are generally found only tens of meters below
the depth of maximum density gradient. This
sharp gradient should be considered a conse-
quence of the uptake of nutrients by the phyto-
plankton organisms in the surface layer, acting
as a nutrient sink in the vertical, rather than
as a consequence of the lateral water mass of
nutrient depleted waters. This hypothesis is in
agrecment with the cxistence, in the open areas
of the Western Mediterranean Sea, of an oxygen
maximum layer (MINAS, 1970) and of a deep
chlorophyll-a maximum (VELASQUEZ, 1981) between
about 30 m and 100 m deep.

Strong indications are found that nitrvate
is the major nutrient controlling productivity.
Phosphate concentrations away from the coasts
are very low but, probably due to 1its high
regeneration rate, are not limiting. This
nutrient appears to play, except perhaps in pol-
luted areas, a secondary role in controlling the
photosynthesis. Light {atensity 1imits the
photosynthetic rates in the lower part of the
photic zone. Nevertheless, enough light inten-
sity must be reaching depths greater than 50 m
for photosynthesis to take place at sufficient
rates to overbalance the vertical diffusion of
nutrients from underlying waters. This is cer-
tainly the case in summer when the very clear
waters of the Mediterranean Sea show Secchi disk
readings of 40 m and even higher.

Although there {s little value in computing
ratios among the various nutrients in surface
waters, their concentrations being too low for
these ratlos to be given any confidence, the
nitrate to phosphate and nitrate to silicate
ratios suggest that unitrate 1s the limiting
nutrient for photosynthesis 1in the reglon.
Nitrate and silicate concentrations in the deep
waters of the region show similar values, their
ratio being close to wunity. At iatermediate
depths, nitrate concentrations are always higher
than those of silicate, this being rather sur-
prising since the highest nitrate concentrations
correspond to the saltler LIW, which at its
eastern origin has a wnuch lower nitrate-to-
gilicate ratio (MCGILL, 1969). On the other
hand, maximum silicate concentrations appear at
salinities that correspond to the Western Medi-
terranean DW. It may, therefore, be concluded
that the velatively low silicate concentrations
found at intermediate levels in the Catalan Sea
are a consequence of local processes rather than
of differences among the water types which form
the LIW.

Biological action would be expected to be
the main mechanism for the different dynamics of
the two nutrients. Nitrate is taken up by all
phytoplankton organisms while silicate is taken

up only by diatoms. Differential uptake works
also in favor of higher silicate relative to
nitrate concentrations in the {intermediate
waters, contrary to observations. The explana-
tion probably lies in the difference between the
cregeneration rates of the two nutrients within
the wvater column. While silicate, incorporated
into diatom frustules, sinks readily as undi-
gested material in fecal pellets to be dissolved
only at the bottom, nitrate, required for the
production of herbivore biomass, is retained in
the intermediate zone where It {is excreted as
ammonia or other veduced forms of naltrogen
(WHITLEDGE and PACKARD, 1971) and then oxidized
through nitrification.

Phytoplankton Distribution

Phytoplankton concentrations in the Medi-
terranean Sea waters are known to be very low
throughout the year with the exception of spring
and, to a lesser extent, of late fall. The
causes of this pover:; should be found in two
opposite phenomena:

a. Winter cooling, resulting in vertical
homogeneity, brings phytoplankton organisms to
depths well beyond the compensation depth.

b. Summer heating, vcesulting in surface
stratification, prevents a significant flow of
nutrients from taking place through the photic
zone.

The first situation results in very low
winter phytoplankton densities concurrent with
relatively important nutrient concentrations in
the upper layers. This 1s especlally true in
the northern areas of the Mediterranean Sea
where winter cooling 1is most important. Condi-
tions for phytoplankton blooming are favored in
spring by a slight warming of the surface water
and stabilization of the water column still rich
in wutrients, although this state 1s rather
ephemeral. Summer stratification confines the
development of phytoplankton populations to the
lower parts of the photic zone where light and
nutrieat supply are low but significant
(VELASQUEZ, 1981). The upper layers show very
low Chl-a concentrations, but significant values
are found, even in summer, between 50 m and 100
m (Fig. 7), coincident with the upper limit of
the nitrate-rich waters and with the nitrite and
oxygen maxima.

The process that leads to this particular
distribution could be described in the following
way: phytoplankton cells, especially diatoms,
in the nutrient-depleted surface waters sink
faster than the healthier nutrient-supplied
cells in the lower layers of the photic zone.
Any phytoplankton organisms present 1in the
near-surface layer, if not grazed, readily sink
through the thermocline into the nutrient-rich
subsurface waters where barely enough 1light
intensity allows photosynthesis to proceed,
slowing down their sinking and thus giving rise
to the chlorophyll-a, oxygen, and nitrite maxima
found all over the Western Mediterranean open-
gea waters. The existence of the nitrite maxi-
mum is a rvesult of the partial reduction of
nitrate which is carried out but not taken up by
the phytoplankton cells wunder extremely low
light conditfons (BLASCO, 1972).
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For the geographical distribution of phyto-
plankton in the Mediterranean the reader {s
referred to the excellent book of SOURNIA
(1973).

A Siwplified Numerical Model of the Lower
Trophic Mediterranean Ecosystem

Nutrient and phytoplankton distributions
suggest that local circumstances prevail over
water mass history, that 1s, that the residence
time of a water mass in a basin is large com-
pared to the residence time in that water mnass
of a vertically cycling nutrient. Thus, a rela-
tively simple one-dimensionl model should be
suitable to simulate the low-trophic compart-
nents of the ecosystem. Fig. (47) shows a sim-
plified scheme of such a model in which the dis-
tribution of one nutrient (most likely NO3~) is
controlled mainly by turbulent vertical diffu-
sion, photosynthetic uptake and regeneration
from herbivorous and saprovorous organisms both
in the water column and in the sediments. For-
nulation of this simple model could follow the
algorithm proposed in Table IV with the follow-~
ing assumptions:

a. Horfzontal advection and horizontal
turbulent diffusion are negligible due to, if
nothing else, horizontal homogeneity.

b. Plants and detritus hydrodynamically
behave as if they were dissolved properties,
except when their vertical velocities are gub-
stantially different from water velocity.

c. Plants are produced by nutrient- and
light-controlled photosynthesis and removed from
the system only through grazing.

d. Part of the grazed plant material {s
egested as detritus, part is excreted as
ammonia, and part 1s regenerated by bacteria.

A somewhat more complex scheme could arise
if more than one nutrient, more than one species
and more than omne size of detrital particles
were considered. Table V shows the formulation
of such a model. In particular, it might be
extremely interesting as an exercise to analyze
the different behavior of N and $i by including
in this model these two nutrients (NO3~ and
8104'4), two different groups of plants (diatoms
and non-diatoms) and two detrital components
with different particle size (fecal pellets and
small particles).
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Fig. 47. Diagram of the main processes con-
trolling the vertical distribution of nitrate
and silicate.

Standing Stocks and Species Composition
of Mediterranean Zooplankton

Introduction

The partial isolation of the Mediterranean
confers a number of unique features to its zoo-
plankton communities. The Mediterranean fauna,
for example, 1is considerably poorer than that of
the neighboring Atlantic Ocean and has few (1if
any) endemic pelagic specles. Most species are
of Atlantic origin, implying that in the past
unlimited species exchange occurred thiough the
straits of Gibraltar, At present, however, the
Stralts seem to act as an ecologlcal barrier to
the infusion of Atlantic species into the Medi-
terranean. Such migrations are probably limited
to the Alboran regfonal though LAKKIS (1971)
cites the presence of Atlantic species as far
east as the Lebanese coast. The shallow gtraits
also exclude the ingression of deep-water spe-
cles into the Mediterranean. Deep Mediterranean
waters are, In fact, populated by midwater spe-
cies that descend to greater depths than in the
neighboring ocean. The absence of a true abys-—
sal fauna and the inability of the midwater
fauna that replaces it to adapt itgself to condi-
tions of poor resources result in a strong
decrease 1in bilomass below the 1000 m depth
(VINOGRADOV, 1968).

A relatively new source for sgpecies migra-
tion is the Suez Canal. The high salt content
of the Bitter Lakes had always acted as a salin-
ity barrier to the finflux of Red Sea blota, but
the salinity of the lakes has diminished over
the years, and the present value 1s only 2%
higher than the Red Sea proper (MILLER, 1972).
The result has been that several Indo-Pacific
specles are no longer prevented from entering
Mediterranean waters. In terms of biomass, how-
ever, these migrants probably do not play a
major role 1in the pelagic ecosystem of the
Eastern Mediterranean.

Knowledge of the zooplankton of the Medi-
terranean is sparse, fragmentary, and mostly
descriptive. Most of the available information
is for the Western Mediterranean, except for the
Adriatic. 1In an extensive review paper, BERNARD
(1967) summarizes information on Mediterranean
zooplankton research up to 1965. The present
gection 1is not intended as a critical review of
plankton research since then. Our own efforts
will concentrate on analyzing the data bases
avallable 1in recent years on Mediterranean net
zooplankton. The first part of this report is
mainly concerned with the distribution of stand-
ing stocks and geographic variations im zoo-
plankton biomass. The latter part describes
gpatial and temporal variations of wmajor zoo-
plankters and presents a tentative list of key
specles of major importance for modelling Medi-
terranean secondary production. Although we
recognize the 1importance of microzooplankton in
the pelagic ecosystem, we have not referred to
these latter organisms since there 18 no
information on standing stocks for the Medfiter-
ranean and very little information on the fau-
nistic composition.
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the various phytoplankton species.
the various detrital size fractions.

in Table 1V.

Western Mediterranean

The major subdivisions for the Western Med-
iterranean 1include the Alboran Sea, lying
between Spain and Morocco, and the Tyrrhenian
Sea, north of the Strait of Sicily aud lying
between Italy, Corsica, and Sardinia. The West-
ern Mediterranean also iuncludes several minor
sub-regions which together comprise the Algero-
Ligurian reglon. Included in this region are
the Catulan Sea between the coast of Spain and
the Balearic Islands, the Balearic Sea from the
coast of Algeria to the Balearic Islands, the
Gulf of Lions and the Ligurian-Provencal region

which comprise the northeastern extension of the
Balearic Sea.

The Alboran Sea forms the apex of the West-
ern Mediterranean Sea. To the east, Atlantic
surface waters enter the Mediterranean through
the straits of Gibraltar. Inflowing currents
transport unknown quantities of surface plankton
into the Alboran region. Many Mediterranean
zooplankton researchers focused much attention
in ths past on problems related to plankton
indicators of Atlantic waters and on the role of
Atlauntfic species 1in the Mediterranean pelagic
ecosystem. According to VIVES et al. (1975),
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only a fraction of the species occupying the
upper 150 m layer are transported from the
Atlantic to the Alboran Sea. The number of
migrants and the distance these migrants are
transported away from their normal area of dis-
tribution ultimately depends on the tolerance
limits for survival of individual species and on
temporal fluctuations in the incoming flow of
Atlantic waters. VIVES et al. (1975) also main-
tain that species occupy different depth ranges
on efther side of the straits. For example,
species having a depth range of occurrence from
0-200 m in the Atlantic, occupy a reduced depth
interval in the Alboran Sea (0-50 m), Since the
boundary layer between surface Atlantic and deep
Mediterranean waters probably acts as a barrier
to the vertical dispersion of species, the
plankton populations coming into the Mediterra-
nean may not sink as deep in their vertical
migration as in thefr original Atlantic waters.
If they did penetrate into 'Mediterrancan
water,' 1its. westward flow would transport and
disperse them back again towards the Atlantic.
In their contfnued migration, they would rise
and come back into the Mediterranean with sur-~
face flow.

FURNESTIN (1968) suggests that differences
in abundances and diversity of the plankton
which characterize secondary basins in the West~
ern Mediterranean are essentially due to the
intensity of Atlantic inflowing currents. Fol-
lowing the main branch of the Atlantic stream
and 1its subsequent ramifications, the author
maintains that the greatest species abundance
occurs In the Alboran region. The number of
species is still relatively hfigh along the North
African coast and along the northern coast of
Sicily as well as east of the Balearic Islands.
In contrast, the number of species decreases in
the northern Tyrrhenian and Ligurian Seas and
also along the northern shores of the Gulf of
Lions.

In our opinion, the u.‘¢*iibution model pro-
posed by FURNESTIN is too schematic since it is
based on a 1limitcd aumber of observations and
does not take into consideration the different
time scales driving hydrographic and biological
phenomena. Recent plankten investigations have
demonstrated the relative species abundance of
all Mediterranean saubregions (KIORTSIS et al.,
1969; LAKKIS, 19713 SCOTTO DI CARLO et al.,
1975) and many specles that were previously con-
sidered as indicators of Atlantic waters, such
as the copepods Mecynocera clausi, Ctenocalanus
vanus, Lucicutia clausi and others, aré now
known to be 1indigenous to the Mediterranean
(HURE and SCOTTO DI CARLO, 1968). Furthermore,
the various Western Mediterranean subregions
have relatively distinct hydrographic regimes
that are only partly driven by Atlantic inflow-
ing currents (CRUZADO, this report). The ques-
tion of plankton indicators of Atlantic waters
therefore still remains very much open to
debate.

Although the Alboran Sea may rot have a
distinctive species composition when compared to

other Mediterranean subregions, it probably dif-
fers notably in plankton production. Values for
nutrients, primary and secondary production sug-
gest that the Alboran Sea is one of the most
productive areas in the Mediterranean. The sur-
face flow in the Alboran basin consists of a
large anticyclonic gyre (LANOIX, 1974) which
produces transient upwelling along northern
shores., The resultant high nutrient 1levels
(BALLESTER et al., 1969) and primary production
(ESTRADA, 1981) in coastal areas give to annual
zooplankton biomass values that are among the
highest recorded for the Mediterranean as a
whole (Table VI). Mean annual values for north-
east Alboran coastal waters ranged from 20-60
ng/m3 dry weight and were as high as 200 ng/w3
in November 1978 and June 1979 at a coastal sta-
tion subjected to the direct influence of
upwelling waters (CAMINAS, 198l1). Values for
offshore waters are considerably lower. VIVES
et al. (1975) report values of 3-26 mg/m3 dry
weight for June-July 1972.

The second major subdivision of the Western
Mediterranean 1s the Algero-Ligurian reglon.
Plankton studies in this area are more compre-
hensive than elsewhere in the Mediterranean.
The structure of zooplankton communities,
including spatial and temporal cycles in abun-
dance of major taxonomic groups, have been stud-
fed quite extensively by French and Spanish
researchers. Furthermore, in recent years zoo-
plankton studies 1in this area have also focused
on problems related to secondary production both
of single dominant species and the =zooplankton
community as a whole. The cyclonic and
anticyclonic gyres 1in various parts of this
basin, particularly along the northern shores of
the Ligurian and Catalan Seas and in the Gulf of
Lions, are the main hydrographic event within
the Algero-Ligurfan region (CRUZADO, this
report). The relatfonship between the hydrolog-
ical regime of the area and the primary produc-
tion is discussed extensively by SOURNIA (1973)
who found higher values of primary production in
areas of divergence. The highest values for
primary production were those recorded for the
Gulf of Lions which, according to COSTE and
MINAS (1967) "apparait bien comme une région
privilegiée de 1la Méditerranée, puisqu'il
beneficie d'une double gource de fertilite: par
les apports fluviatiles au nord et par 1les
apports profonds a l'extreme sud.”

Estimates of total =zooplankton production
for the Algero-Ligurian xcgion and differences
in the areal distribution of biomass are some-
what harder to determine because of the lack of
standardized sampling methods (Table VI). Quan-
titative data for an annual cycle of total zoo-
plankton of Castellon Bay in the Catalan Sea are
given by VIVES (1966). The author reports dry
weights calculated using CUSHING et al.'s (1958)
conversion for displacement volume whereby 1 ml
= 160 mg drg weight. Annually, values ranged
from 3 mg/m3 in September to 11 mg/m3 in Feb-
ruary 1961. Zooplankton blomass from March to
June 1966 in the vicinity of Barcelona (Vives,
1968) had values ranging from 6-21 mg/m3 with a
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TABLE VI.

Region

Regional abundan

Period

ce for total

Dry weight
range mg/m

zooplankton in mg/m3 dry weight.

Net

Average Depth m mesh

Reference

Alboran Sea
NW coast
Open waters

Algero-Ligurian
Castellon Bay

Barcelona
Gulf of Lions

Monaco

Sardinia and Corsica

Between Savdinia,
Tunisia and Sicily
W Basin

Ligurian coastal
waters

Tyrrhenian Sea
Gulf of Naples

Adriatic Sea

Gulf of Trieste

Gulf of Venice

NE coast

Mid Adriatic coast

South Adriatic coast

Mid Adriatic offshore

South Adriatic
offshore

Aegean Sea
Gulf of Saronikos

Ionian Sea
East coast of Sicily
Open waters

Levantine Sea
Israeli coast
NE Levantine

Offshore

Levantine Sea and
Gulf of Sirti

July '78-June '79
June-~July '7!

Nov. '60-0ct. '061
March-June '66

Oct. '68-July '69

Sept. '67

" '68

March '69

April '69

Feb., '63-April '64

Jan. '76-Jan. '77

Oct. '72-July '74
'74-'76 (4 cruises)
'73-'74 (5 cruises)
'73-'74 (5 creises)
March '73-Aug. '74
(fall'74/spring '75)

March'70,Dec.'72,
Jan '73

Aug. '70

'59-'61 (6 crulses)

Feb. '67-Dec, '68
May-June '68
Sept. '68

Dec. '68

20-60
3-26

3-11t
6-211
7'0‘704

0-4'53-0
5.14-47.80

0.4-210.0
1.57~35.96*

8.0-40.0
2.55_25190
0.88-17.26
2.12~20.58
1.81-9.52
5.39-14.46
2.25-17.83

2.0-17.2

0.34
1.66

2.93-10.90*

1.33-1.89%

1.91
1.42

15.25

15.03
12.20
7,22
6.59
4.55
8.99
8.30

6.43%

4.38%
1.67*
2.02%

0-50
0-200

0-bottom
surface
0-50

0-50
50-100
100-200
200-600
0-200

0--200
0-200

0-75
0-200

0-75
surface

0-50
0-300

0-15
0-30
O-bottom

0-20
0-30
0-30

O-bottom

surface
0-50
0-200

0-135
0-135
0-135
0-135

0-200

250
200

250
100
220

160
160
160
160
160

160
200

200
200

200
158

250
250

200
250
250
250
250
250
250

240

200
200
2170

200
200
200
200

7170

CAMINAS (1981)
VIVES et al., (1975)

VIVES (1966)

VIVES (1968)

ARELLANO-LENNOX and
MAZZA (1973)

RAZOULS (1969)

RAZOULS and THIRIOT
(1973)

RAZOULS and THIRIOT
(1973)

RAZOULS and THIRIOT
(1973)

NIVAL et al. (1975)

RAZOULS and THIRIOT
(1973)

NIVAL et al. (1975)

GILAT et al. (1965)

CARRADA et al. (1980)

SPECCHI et al. (1979)
BENOVIC (1977b)

YANNOPOULOS and
YANNOPOULOS (1976)

GUGLIEIMO (1974)

GREZE (1963)

PASTEUR et al. (1976)

DELALO (1966)

Hormalized by equation of CUSHING et al. (1958):

*Normalized by equations of WIEBE et al. (1975):

- 62 =

1 ml zooplankton = 160 mg dry weight

Log (DV) = ~1.828 + 0.848 Log (DW)
Log (WW) = -1.983 + 0.922 Log (DW)



mean of 14 mg/m3. FPor the Provencal region
RAZOULS (1969) reports dry weighte of 1.77 mg/m5
for coastal waters off Monaco in September 1967.

For offshore waters, RAZOULS and THIRIOT
(1973) give dry weights that ranged from 1.40-
15.0 mg/m3 for 26 stations sampled from 0-200 m
west of Sardinia and southern Corsica in Febru-
ary 1966 and mean values of 1.91 wg/m3 dry
weight for 105 stations sampled from 0-200 m
between Sardinia, Tunisia and Sicily in the same
period. Porty-eight stations were surveyed for
primary and secondary production in 1969 during
the Medripod I cruise north of the 40th parallel
and west of Corsica. Stations were sampled dur-
ing two 15-day intervals, the first when winter
conditions ended in March, the second in spring
conditfons in April. KAZOULS and THIRIOT (1973)
report mean biomass values of 1.42 mg/m> from
0-200 m during the first part of the crulse, and
much higher values (15.25 mwg/m3) during the
sccond part. For the same cruise, NIVAL et al.
(1975) found values that ranged from 0.4-53.0
mg/m3. Of the stations sampled, 94% had values
less than 20 mg/m3 (mean calculated for &
depths: 0, 20, 50, 75 m). A tenfold increase
in blonass was observed during the second part
of the cruise when values as high as 210 mg/m3
were recorded, mostly in central arcas and near
the surface. 1In this case, 90X of the stations
had values from 10 and 100 mg/m3 dry weight.
The values recorded during the Medripod I crulse
are the highest reported for the Mediterranean.
COSTE et al. (1972) relate thesz findings to the
hydrological features and the distribution of
nutrients in the area. High biomass values were
also repovted by GILAT et al. (1965) for coastal
Ligurfian waters during an annual cycle iIn
1963-1964. Mean annual values for this area
were 11.9 mg/m3 with a maximum in spring of 35.9
ng/m.* Values as high as 114.8 mg/m3 were
reported for stations subjected to upwelling
waters. Other biomass values are available for
Calvi Bay, Corsica where mean annual biomass
values were 1 06 mg/m3 with a max{mum in spring
of 31.3 mg/m (DAUBY, 1980).

The third major subdivision of the Western
Mediterranean is the Tyrrhenian Sea. The
limited data available for this region suggest
that it is notably poorer in zooplankton abun-
dance vhen compared to the rest of the Western
Mediterranean. Annual biomass values for
coastal waters are available only for the Gulf
of Naples (CARRADA et al., 1980). Values for
0-50 m depth at a fixed station in the gulf
ranged from 0.72 mg/m dry weight ia August to
8.98 mg/m3 in June 1976 with an annual mean of
3.2 mg/w3. The values recorded for 0-300 were
nuch lower, ranging from 0.32 mg/m? in September
to 4.37 m§/m in March with an annual mean of
1.86 mg/m CARRADA et al. (1980) also give
blomass values for 27 stations sampled from 0-50
m throughout the Gulf of Naples in May 1975.
Values in this case ranged from 2.3 to 1l.4
ng/m3, depending on the distance from the coast

and proximity to the effects of industrial, flu-
vial and anthropogenic sources.

A map of the biomass distribution of 29
stations sampled from 0-200 m in Tyrrhenian open
waters in September-October 1963 is given by
VIVES (1967). Unfortunately, VIVES' data are
not comparable with those given by other authors
since the values are expressed as volume sedi-
mented and therefore cannot be converted to dry
weight wusing either the equations given by
CUSHING et al. (1958) or WIEBE et al. (1975).
Furthermore, the samples were collected at night
when diel migrations of zooplankters are known
to strongly affect the composition of the sur-
face community., It is interesting to note, how-
evet, that we have found higher biomass values

(770 cm3/1000 m3) for southwestern Tyrrhenian

waters. The lowest values (160 cm /1000 o )
were those recorded for northeastern waters
between Corsfca and the Italian mainland.

According to VIVES, zooplankton biomass distri-
bution more or less coincides with the distribu-
tion reported by MARGALEF et al. (1966) for nut-
rients and chlorophyll pigments. The latter
authors suggest that southern surface waters are
enriched by upwelling currents which would
explain the higher standing stocks for zooplank-
ton (VIVES, 1967).

Eastern Mediterranean

The Eastern Mediterranean encompasses four
seas, namely, the Adriatic Sea between Italy and
Yugoslavia, the Ionian Sea which lies south of
the Adriatic from the southern tips of Sicily to
the Greek mainland, the Aegean Sea between the
coasts of Greece and Turkey, and the Levantine
Sea south uf the Aegean to the eastern extremi-
ties of the Mediterranean.

The most intensively investigated area in
the Eastern Mediterranean is the Adriatie, a
nearly landlocked and relatively shallow sea
that is exposed to a considerable influence from
the adjoining mainland. Of the numerous rivers
and streams draining into the Adriatic, the Po
River adds the largest quantity of freshwater
(600~-1950 m3/sec, SCACCINI-CICATELLI, 1962),
particularly in spring and summer with the melt-
ing of the snow in the Italian Alps. As a con-
sequence of its morphology and hydrological
regiue, the Adriatic has a wmarked dual physiog-
nomy. The shallow northern section 1is neritic
in character, showing strong gradieats influ-
enced seasonally by variations in discharge of
the Italian river complex. In addition to the
resident neritic species, there are a numbec of
pseudo-brackish water species 1including the
copepods Pseudocalanus elongatus and Temora
longicornis. These species normally reach weak
abundances in summer when they exteud southward
following the plume of the Po River, and become
an important component of the zooplankton bio-
mass for the entire northern Adriatic and the
Italian coast southwards to the Strait of

*To normalize data for comparative purposes, original data were converted
from displacement volume or wet weight to dry weight using equations of
WIEBE et al. (1975) given below Table VI.
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Otranto (HURE et al., 1980). It is worth noting
that the northern Adriatic is presently the only
area of the Mediterranean proper where the
coastal community has a strong brackish-water
component at certain times of the year.

In contrast, the southern Adriatic s a
relatively deep basin with oligotrophic charac-
teristics that 18 subjected to the seasonal
incursion of different water masses originating
in the Eastern Mediterranean (HOPKINS, 1978).
It shows a notable richness in species number
and 1s characterized by the presence of a large
number of open water species that comprise rela-
tively uniform but quantitatively poor popula-
tions. Tenporal variations in the horizontal
distribution of the open water comnunity arve
extremely complex and depend on the coupling of
several factors, most importantly production
cycles of the single species, their vertical
migration throughout the year, and the surfuce
current regime (HURE et al., 1980).

The most complete data set for zooplankton
biomass are those given by BENOVIC (1977a, 1979)
who sampled 35 fixed stations during four sea-
gonal cruises. Three distinct density zones
were recorded: the northern Adriatic and all
coastal Itallan waters with values from 10.3 to
15.7 mg/m3 dry weight (average for four
cruises); open wmid Adriatic and coastal Yugo-
slavian waters with values from 5.0 to 9.3
mg/m3 and southern Adriatic waters where mini-
mun values from 1.9 to 4.5 mg/m were rtecorded.
Maximun densitites were observed during the
spring crulse whereas the lowest values were
recorded in autumn.

Coastal Yugoslavian waters in the vicinity
of Split have been continuously monitored since
1954, and long-term records are available for
standing crop and species compositivon (VUCETIC,
1971, 1979). Mean annual values from 1954 to
1970 for three coastal statfons were 7.7, 4.8
and 3.8 mg/m3 dry weight. Biomass values for
other Adriatic waters 1include those given by
BENOVIC (1977b) for the northeastern Adriatic
(0.68-17.26 mg/m dry welght) and for Lokrum
Canal, in the southern Adriatic (1.81-9.52
mg/m ). Annual blomass vaiues are also avall-
able for the Gulf of Trieste (northern Adrlatic)
vhere values from a minimum of 8.0 mg/m in May
1973 to 40.0 mg/m3 dry weight in July 1974 were
observed (SPECCHI et al., 1979).

The Ionian Sea lies south of the Adriatic.
Few quantitative data ave avallable for this
region. GREZE (1963) gives blomass values for
different depth levels from 0-2000 m. For the
firet 200 m, the value recorded was 6.43 mg/m3
drvy welight. According to GREZE, this value {is
of the same order of wmagnitude as those recorxded
for thn Gulf of Sirte (7.07 mg/m3), Aegean (6.01
ng/m3) and Levantine Seas (5.6 mg/m3) Mean
bilomass decreased rapidly with depth, and below
1000 m the values recorded were about 100 times
less than those for surface waters. Biomass
values are also available for Sicilian and
southern Italian coastal waters (GUGLIEIMO,
1974). HMean dry weight values for August 1970

were 0.34 mg/m3 for surface waters and 1.66
ng/m3 for 0-50 m.

The Acgeen Sea lies to the north of the
Levantine Sea. The topography of this region is
very complex as a result of the high irregular
coastline and the wnumerous islands which f1ll
the two major basins. The Aegean is generally
divided into two subregions; a neritic northern
section having a broad continental shelf which
is subjected to the incursion of low salinity
waters from the Black Sea and a deeper southern
section which is probably very similar to other
oligotrophic Eastern Mediterranean  waters
(MORAITOU-APOSTOLOPOULOU, 1976).

Information on zooplankton is particularly
acant for this reglon as a whole. Plankton sur-
veys were conducted by KIORTSIS et al., (1969)
durlng the course of six cruises in the north
Aegean from 1963-1965 and four cruises in the
south Aegean iIn 1966 and 1967. A species list
is available and relative proportions for
dominant zooplankters are given using a 'biomass
factor,' based on the measurement of the surface
area of projected camera lucida drawings of
individual copepods. According to MORAITOU-
APOSTOLOPOULOU (1976), northern coastal waters
are characterized by the presence of saveral
Black Sea specles. The number of uaigrants
increases in late spring and summer because of
an Increased surface outflow from the Black
Sea. However, the influence that these migrants
have on the local fauna is limited.

One of the most intensively investigated
areas In the Aegean Sea 1is the Saronikos Gulf
where =zooplankton biomass in wilnter 1972-1973
wag reported by YANNOPOULOS and YANNOPOULOS
(1976). Values ranged from 2.0 to 17.2 mg/m3
dry weight for open surface waters in Saronikos
Gulf and from 25.0 to 96.1 mg/m3 for the pol-
luted Elefis Bay area. YANNOPOULOS and
YANNOPOULOS 51976) also give biomass values from
0.5-2.9 mg/m? dry weight for other (unspecified)
Aegean waters in winter.

The easternmost section of the Mediterra-
nean lacludes the Levantine Sea. POR (1978)
defines this basin as a "subtropical saline cul
de gac of the varm-temperate Atlanto-
Mediterranean zoogeographic area.” Since
JESPERSEN's (1923) observations for Mediterra-
nean macrozooplankton of the Dana expedition,
the general rule of thumb has been that standing
crops of Western mediterranean zooplankton are

as much as three times higher than those
recorded for the Eastern Mediterranean. Recent
zooplankton data confirm this general trend

although differences between the two bagins are
not as marked as those originally reported by
Jespersen. According to DELALO (1966), biomass
for 28 station sampled in 1959 throughout the
Levantine Sea ranged from 1.33-1.89 ng/md.
These values are somewhat higher than those
recorded for the open Aegean and Tyrrhenian Seas
bhut lower than those recorded for the Alboran
Sea, Adriatic Sea, and the Algero-Ligurian
region. GREZE et al. (1968) give values of 1.81
mg/m3 dry weight for the Levantine Sea as com-
pared to 3.5 mg/md for the Ionian and 1.38 mg/m3
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for the Aegean Seas. STIRN (1973) gives dry
weight values for zooplankton collected from
0~150 m during the ATLANTIS II cruise in May-
June 1969 between Rhodes and Cadiz. Unfortu-
nately, his data are not comparable with others
since they are expressed per unit tow and flow-
meter data are not included. STIRN concludes
that plankton Uiomass during this period was
significantly higher in Eastern Mediterranean
vaters. Only central Western Mediterranean
waters, between the Balearic Islands and
Sardinia, and east Tyrrhenian waters were simi-
lar in order of magnitude to those recorded for
the Eastern Mediterranean. The highest absolute
values were recorded in the north Levantine Sea
and in the Straits of Messina. The lowest val-
ueg occurred In the Alboran Sea and along the
Algerian coast. It is interesting to note that
STIRN himself admits that his results are
strange and are opposite to those expected for
the Mediterranesn as a whole.

Seagonal variations in zooplankton biomass
collected in Israeli coastal waters are given by
PASTEUR et al. (1976). Values ranged from a
maximum of 10.94 mg/m3 dry weight recorded in
April to ninimun values of 2.93 mg/m3 in July
1968. Values for offshore zooplankton are given
by the same authores for three cruises in May-
June, September and November-December 1968.
Mean biomass values for the three cruises were
4,38, 1.67 and 2.0z mg/m3 dry weight,
respectively.

Species abundance is difficult to document
for the Eastern Mediterranean. The most com-
plete set of data for Mediterranean zooplankters
dates back to the DANA expedition (1908-1910)
which reported a sharp decrease in species abun-
dance from west to east. For example, 46 plank-
ton hyperiid amphipods were recorded for the
Western Mediterranean as compared to 10 species
for the Eastern Mediterranean (STEPHENSEN,
1924). More recently, GODEAUX (1974) documented
the same paucity with respect to thallaceans and
ALVARINO (1974) with respect to siphonophores.
However, DOWIDAR and EL-MAGHRABY (1973) cite 132
copepod specles from 0-100 m for Egyptian
wvaters. Such values are comparable to those
recorded for the Gulf of Naples by HURE and
SCOTTO DI CARLO (1968). DELALO (1986) found 141
copepod species from 0-2000 m for the Levantine
Sea and the Gulf of Sirte. LAKKIS (1981) iden-
tified 300 zooplankton species in Lebanese
coastal waters, 90 of which were copepod spe-
cies. These data support an alternative hypo-
thesis that the Levant basin may be one of the
richest regions in the MHediterranean, second
only to the Alboran Sea in species abundance.
Several of the copepod species recorded along
the Israeli and Lebanese coasts are considered
to be of Red Sea origin such as Calanopia
elliptica, C. media, Acartia centrura (BERDUGO,
1968, 1974) and Labidocera madurae, L.
detruncata, Acartia fossae (LAKKIS, 198l1). The
number of Red Sea species cited for the Eastern
Mediterranean has 1incrensed in recent years
probably because of the combination of two fac-
tors: on the one hand, as HALIM (1976) suggests,
the closing of the Aswom Dam has favored the

passage of less euryhaline forms giving rise to
more active and successful immigration of Red
Sea species to the Eastern Mediterranean; on the
other hand, plankton reaearch has notably
increased in this region over the 1last ten
years. Data on zooplankton of-Egyptian coastal
waters, particularly with regard to differences
prior to and after the Nile floods, are given by
DOWIDAR and EL-MAGHRABY (1971, 1973) and
EL-MAGHRABY and DOWIDAR (1973). The general
problems related to the influx of Red Sea biota
to the Eastern Mediterranean were critically
reviewed by POR (1978).

Composition of the Zooplanlkton

The specles composition, temporal and spa-
tial fluctuations of dominant Mediterranean
zooplankters have been studled by numerous
authors. The following section summarizes the
available information for the various subre-
glons. References to earlier sources of infor-
mation relating to i1individual taxa or to the
zooplankton community as a whole are available
in several bibliographies (BERNARD, 1967;
FURNESTIN, 1968; biannual reports of the Commis-
sion Internationale pour 1'Exploration Scien-
tifique de la Mer Mediterranee C.I.E.S.M.), or
in synoptic surveys 1in speciffic areas (MAZZA,
1966; CASANOVA, 1977). The taxa which are pre-
gented are those which the authors consider sig-
nificant either in terms of bicmass or in terms
of defining or characterizing specific areas of
the Mediterranean.

The most striking feature of Mediterranean
zooplankton composition is its relative unifor-
mity throughout the various coastal subregions
so that a relatively small number of species
(about 10) comprise the bulk of the zooplankton
population throughout the year. Copepuds con-
stitute the najor proportion of the total zoo-
plankton throughout the year and cladocerans
rank second in importance (Table VII). Clado-
cerans have a seasonal perfodicity, reaching
peak abundances in sgummer and disappearing
shortly afterwards. Appendicularians are also
important the year round. Two peaks in abun-
dance are generally observed, one In winter when
a Fritillaria spp. maximum occurs and one in
summer due to Oikopleura spp. Gelatinous organ-
isms, such as Thaliaceans, occur sporadically in
the plankton when swarms of the two species
Thalia democratica and Doliolum nationalis can
repregent an important fraction of the overall
coastal zooplankton biomass. At the secondary
consumezr level, chaetognaths are probably the
most important zooplankton group although little
information is available on the role played by
other predators such as ctenophores, siphono-
phores and schyphomedusae. At times, these lat-
ter organisms can occur in large numbers over
Mediterranean shelf areas.

Specles considered to be dominant by vari-
ous Mediterranean investigators are listed in
Table VIII. Notwithstanding differences in sam-
pling methods as type of net used, mesh size
employed, depth sampled, method of haul (ver-
tical, horizontal, oblique), sampling time of
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TABLE VII. Relative percentage composition of dominant zooplankton groups
(copepods, cladocerans, appendicularians, chaetognaths) for the
various Mediterranean subregions.

Region Cop. Cla. App. Cha, Reference

Alboran Sea

NW coast 60 19 6 - RODRIGUEZ (1981)

Algero-Ligurian

Castellon Bay 55 7 6

Marseille 81 4 5

Ligurian Sea 80 8 4
Tyrrhenian Sea

Gulf of Naples 85 4.8 5
Adriatic Sea

Gulf of Trieste 71 13 3

North Adriatic 40 k)1 2

South Adriatic 83.5 - -
Levantine Sea

Lebanon coast 65 4.5 3.3

Egyptian coast 76.9 - 3.9

year and, most important of all, location of the
sampling sites (i.e., distance froan the coast,
proxinity to continental runoff sites, sewage
outfalls, etc.), few dominant species were
observed throughout the year., Among the cope-

2.6 VIVES (1966)
0.9 GAUDY (1971)
1.7 GILAT et al. (1965)

0.7 GONEP (1979)

6 SPECCHI et al. (1981)
3 HURE and SCOTTO DI CARLO (1969)
1 HURE (1955)

3.0 LAKKIS (1983}
1.7 EL-MAGHRABY and DOWIDAR (1973)
(1965). The spring peak in this case occurred

from March to May and was caused mainly by the
presence of A. clausi. The gummer peak in
July-August was caused mainly by large numbers
of C. arcuicornis and P. parvus. A smaller peak

pods, dominant species are Paracalanus parvus, was recorded in Octobar~November due to I.
Acartia clausi, Centropages typicus, Temora stylifera and Euterpina acutifrons. Appendicu-
otylifera, Cternocalanus valus, Clausocalanus larians were particularly important in Ligurian

furcatus, C. arcuicornis, Oithona (0. nana, 0.

helgolandica and 0. plumifera). Important

cladocerans are Penilia avirostris and Evadne
spinifera, and the appendicularians Oikopleura

longicauda, Fritillaria pellucida and F.
borealis. Two specles of chaetognaths are domi-

nant, Sagitta enflata and S. setosa. Reglonal
exceptions are Ctenocalanus vanus in the Adri-
atic as a whole and Pseudocalanus elongatus and
Temora longicornis in the north Adriatic (HURE
et al., 1980), the absence of Centropages
typicus in Levantine coastal waters (LAKKIS,
1971), the substitution of C. typicus by the
congeneric Atlantic epecies C. chierchie in the
Alboran Sea (VIVES et al., 1975), the substitu-
tion of Sagitta setosa by the congeneric
Atlantic species S. friderici in the Levantine
Sea (HALIM, 1976).

Seasonal changes 1in zooplankton abundance
have been studied for the various subregions.
Three peaks were observed by RODRIGUEZ (1981) in
Alboran coastal waters. The largest peak
occurred in summer (June-July) mainly due to the

copepod A. clausi and the cladecerans P.
avirostris. The autuan peak in September was

due to Clausocalanus sp. and P. avirostris

" months.,

coagtal watevs in February (Fritillarfa) and in
July and August (0. longicauda). Cladocerans
were abundant during the summer and early autumn
Three peaks were again observed in the
Gulf of Naples, Tyrrhenian Sea (GONEP, 1979).
The March peak was the result of an increase in
the number of copepods (Clausocalanus paululus
and C. arcuicornis), doliolids (D. nationalis)
and appendicularians (F. Eellucida and F. bore-
a&lis). The maximum in June was mainly due to
the preseace of the copepods P. parvus and A.
clausi whereas the one observed im October was
due to A. clausi, C. furcatus and to a lesser
extent to C. typicus and T. stylifera. Other
dominants were cladocerans (E. spinifera) in
June and appendicularians (Oikopleura fusiformis
and 0. longicauda) in October.

For Eastern Mediterranean coastal waters,
the only data on annual cycles of abundance for
total zooplankton are those given by PASTEUR et
al. (1976) who recorded two peaks in Israelil
coastal waters. The spring peak 1in April-May
was due to the copepods P. parvus, Centropages
kitoyeri, Isias clavipes, A. claugi. The autumn
peak in December was due to P. parvus, C. fur-
catus and T. stylifera. TWo peaks were also

whereas the one observed in PFebrvary-March was

due to A. clausi, Clausocalanus sp. and C.
chierchie. Three peaks were also recorded in
Ligurian coastal waters by GIILAT et al.

observed by SPECCHL et al. (1981) for the Gulf
of Trieste. The spring-summer peak from April
to July was due mainly to A. clausi and )
avirostris, A. clausi and _'g_. stzlifera.
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TABLE VIII.
various Mediterranean subregions
Depth Net
Region Period m mesh u Pp Ac

Ct Ts Cv Cl ol

Annual relative percentage composition of dominant copepods for the

Reference

Alboran Sea

Open waters Jun - Sur., 200 34.8 26.8
Jul 72
Algero Ligurian
Castellon Bay lov 60- 0-60 250 21.8 -
Dec 61
Marseille Nov 64~ 0-25 250 12.3 14.1
Dec h5
La Spezia Oct 49- Sur. 333 - 8.8
Mar 51
Genova May 55~ Sur. 166 16.3 1.7
Jun 56
Algers Nov 55~ 0-50 200 15.2 -
Jun 56
Tyrrhenian Sea
Gulf of Naples Jan 76~ 0-50 250 37.9 23.7
Jan 77
Adriatic Sea
North Adriatic Jan - 0-bot. 333 15.8 18.9
Dec 65
South Adriatic Oct 65- 0-30 250 7.5 11.2
Sep 66
" " " " 0-100 250 3.4 0.5
Ionian Sea
Saronikos Gulf Aug 77- Sur. 180 9.9 33.8
Jul 78

VIVES et al, (1975)

7.6 9.6 - 350 - VIVES (1966)

23.5 13.8 - 18.7 - GAUDY (1971)

16,6 17.5 =~ 34,1 - DELLA CROCE (1952)
1.9 1.3 - 6.1 17.4 SERTORIO (1956)
3.6 3.7 - 26,2 22.1 BERNARD (1958)

1.7 1.0 - 13.0 9.3 GONEP (1979)

8.3 5.3 12.7 - - HURE and SCOTTO DI
CARLO (1969)

9.4 10.6 - - - HURE and SCOTTO DI
CARLO (1968)

2.4 7.6 14.6 10.9 4.9 HURE and SCOTTO DI
CARLO (1968)

- - - 12.4 - MORAITOU-

APOSTOLOPOULOU (1981)

(Pp = Paracalanus parvusj Ac = Acartia clausi; Ct
Cv = Cetnocalanus vanus; Cl = Clausocalanus spp.;

Regional data on specles abundance are given by
KIORTSIS et al. (1969) for the Aegean Sea. In
order of abundances, dominant species were T.
stylifera, C. typicus and Nannocalanus minor for
the North Aegean and T. stylifera, C. arcui-
cornis and 0. plumifera for the South Aegean.

Changes in zooplankton density focus atten-
tion on breeding cycles of dominant zooplank-
ters. Comparatively few studies have been con-
ducted on the 1life cycles of Mediterranean spe-
cles. Information is avallable mostly for cope-
pods, in particular for Calanus helgolandicus,
N. minor, C. furcatus, P. parvus, T. stylifera
and C. typicus of the Gulf of Marseille (GAUDY,
1962, 1972); T. stylifera and C. typicus of
Banyuls~sur-Mer (RAZOULS, 1973a, b, 1974); T.
stylifera of Algerian coastal waters (Bernard,
1970). Comparative studies of vicarious copepod
species have been conducted by LE RUYET-PERSON
et al. (1975) for T. stylifera and C. typicus
from the Gulf of Lions and T. longicoruia and
C. hamatus from the English Channel. The avail-
able data suggest that most copepod species pro-
duce several broods over the entire year, with
intensification of breeding in particular peri-
ods. Different species are abundant at differ-
ent times 80 that overall yearly fluctuations in

= Centropages typicus; Te = Temora stylifera;

0i = Oithona spp)

total biomass are comparatively small. Brood
numbers are relatively high, ranging from 3 to
6, with a maximum of 7 recorded for C. typicus
and T. stylifera. Only C. helgolandicus seems
to show seasonal breeding over restricted peri-
ods of the year. A single breeding period seems
to be characteristic of several other zooplank-
ton groups, particularly for cladoceran species
(SPECCHI et al., 1974; SPECCHI and FONDA~WMANI,
1974; THIRIOT, 1968).

Little information 1is available regarding
open Mediterranean zooplankton communities.
Data on regional abundance for the Alboran Sea
include =zooplankton data collected during the
Spanish-Moroccan cruise in June-~July 1972 which
sampled discrete depths from 0-1000 m at 16 sta-
tions 4in the Atlantic in the vicinity of the
Straits of Gibraltar and 10 stations 1in the
Alboran Sea. Data for dominant zooplankters
such as copepods, amphipods, euphausiids and
other groups are given by VIVES et al. (1975)
whereas ALCARAZ et al. (1975) describe the
cladoceran and ostracod populations. Dominant
surface zooplankton in this period were the

copepods P. parvus, Clausocalanus s8p., T.
stylifera, C. typicus, A. clausi, 0. helgo-

landica, and 0. iLymifera. Other dominants were
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the appendicularians Oikopleura dioica, O.
longicauda, F. pellucida, F. borealis, the
cladocerans Evadne nordmanni, E. spinifera, P.
avirostris, the ostracods Conchoecia rotundata
and C. elegans, and the pteropods Spiratella
inflata and §. tronchiformis. Intermediate
depths were characterized by euphausiids
(Euphausia krohnii, and Nematoscelis megalops)
and copepods (Eucalanus monachus, Pleuromamma

cies. GREZE (1963) reported the depth range of
occurrence and relative abundances for 122 cope-
pod species sampled at discrete depths from
0-3000 m at 14 stations in the Ionlan Sea from
1959-~1961. Dominant surface speciles were M.
clausi, P. parvus, C. arculcornis, A. negligens,
and Corycaella rostrata. Intermediate depths
were mainly characterized by P. gracilis, P.
abdominalis, Heterorhabdus papilliger, H. longi-

gracilis, Lucicutia flavicornis).

For the Tyrrhenian Sea, copepods were sam-~
pled at 58 stations at discrete depths from
0-700 m 1in September-October 1963 during the
Italfan-Spanish cruise of the R.V. BANNOCK
(VIVES, 1967). According to VIVES, dominant
species for 0-200 m were N. minor, Mecynocera
clausi, T. stylifera, C. arcuicornis, C.
typicus, Acartia negligens and 0. plumifera.
Intermediate depths (200-700 m) were character-
ized by the copepods Pleucromamma abdominalis,
P. gracilis, L. flavicornis and Haloptilus

cornis, M. minor and 0. setigera, Only G.
kruppi and Lucicutia lucida were dominant below
1000 m. DELALO (1966) gave the depth range of
occurrence from 0-2000 m for 139 copepod specles
sampled at 27 stations in the Levantine Sea froum
August-October 1959 and November 1960. PASTEUR
et al. (1976) gives relative abundances for
major specles sampled at 17 stations in the
Levantine Sea in May-June 1968. Dominant sur-
face specles recorded in this period were C.
furcatus, T. stylifera, P. parvus, Corycaeus
sp., Ofithona sp., Euchaeta marina, L. flavi-
cornis and Oncaea 'sp.

longicornis. The vertical distribution of
deep-sea copepods was studied 10 miles off the
island of Ponza (Tyrrhenian Sea) by SCOTTO DI
CARLO et al. (1975). Discrete depths were sam-~
pled from 0-2000 m in June 1973 and 1974. The
authors give data on numerical abundance and
depth range of occurrence for 116 copepod spe-~
cies. Dominant surface copepods in this period
were C. arcuicornis, C. vanus, P. plumifera, C.

typicus. Intermediate layers were mainly char-
acterized by the presence of Clausocalanus
pergens, Euchaeta acuta, Spinocalanus longi-

cornis, P. gracilis, H. longicornis and 0. seti-

gera. Copepod abundance and number of_hpecies
were found to be extremely low below 1000 m,
Only 0.3 (1973) and 0.94 (1974) individuals/m3
were recorded from 1000-1500 m and the respec—
tive values for 1500-2000 m were 0.08 and 0.26
{ndividuals/w3. With regards to species abun-
dance, only 18 species were recorded from 1000-
1500 @ and 10 from 1500-2000 m. Dominant cope-
pods for 1000-1500 m were Mormonilla wminor,
Oncaea ornata, Scaphocalanus invalidus and Mona-
cilla typica. From 1500-2000 m, dominant spe-
cles were Lucicutia longiserrata, M. minor and
Gaetanus kruppi.

Recently, IANORA and SCOTTO DI CARLO (1981)
reported blomass and species distribution for
copepods sampled from the surface to 3000 m in
the central Tyrrhenian Sea. The authors noted a
sharp decrease {n biomass and total number of
individuals with depth, with over 80% of the
blomass occurring im the upper 200 m. Below
1000 m, copepod blomass was only 1¥ of the total
recorded for the entire water column, and cope-
pod density was 1less than 1.0 individual/m3.
The decrease {n total number of specles was less
marked. ‘Twenty-two specles were still present
below 2000 m, but not one of these copepods was
t deep-sea species.

VAISSIERE and SEGUIN (1980) gave the depth
range of occurrence for 112 copepod species sam-—
pled to the 2000 m depth in the Tyrrhenian and
Tonian Seas. Affinities between the two bagins
were discussed on the basis of faunistic compo-
sition and distribution range of individual spe-

Conclusions

To attempt a synthesis or comparison of
zooplankton standing stocks and species composi-
tion for the various Mediterranean subregions is
a difficult task. One of the main problems in
attempting such a comparison is that of inte-
grating data expressed in different units of
bilomass derived from different sampling strate-
gles and methods. On the basis of the available
information, we conclude that:

a. The Mediterranean is relatively uniform
in terms of species composition. Major differ-
ences seem to occur only between inshore and
of fshore waters and not among the various sub-
regions. Reglonal exceptions are the Alboran,
eastern Levantine and northern Adriatic Seas.
The former two areas are partially subjected to
the influx of Atlantic and Red Sea specles,
whereas the latter region comprises the only
slightly brackish water environment known for
the Mediterranean proper.

b. Marked variations for standing stocks
are generally observed for the different sub-
regions. The avallable data corroborate
JESPERSEN's (1923) observations for Mediterra-
nean macrozooplankton. The Eastern Mediterra-
nean seems to be somewhat poorer in biomass than
the Western Medliterranean. Exceptions in our
opinfon are the Adrfatic Sea which is as rich
as, or richer than, the Western Mediterranean
and the Tyrrhenian Sea which seems to be as poor
as the Eastern Mediterranean.

c. Coastal waters generally have higher
standing stocks than offshore waters. Areas of
divergence, as the northern shores of the
Alboran Sea and the Algero-Ligurian Basin, as
well as those subjected to considerable land
runoff, as the northern Adriatic, are the rich-
est for the Mediterranean as a whole.

d. Copepods comprise the bulk of the zoo-
plankton of neritic waters. About ten species
dominate all coastal Mediterranean areas
throughout the year. Of the zooplankters, only
cladocerans contribute significantly to the
overall biomass of coastal areas, especlally in
summer. Detailed studies on the biology of
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these species are of utmost importance for
understanding plankton dynamics in Mediterranean
ecosystems,

e. Production cycles for the Mediterranean
are similar to those recorded in other temperate
seas, with a late winter or early spring maximum
and a smaller peak in late summer or autumn.
Production is continuous throughout the year
with maximum standing stocks ranging from three
to ten times the wminimum.

f. The 1ife cycles of Mediterranean zoo-
plankters have been poorly studied. The avail-~
able information indicates that the main repro-
ductive strategy for copepods is a succession of
broods spread out during the year, with intensi-
fication of breeding only over restricted peri-
ods. Brood numbers are generally high (up to
seven generations for Temora stylifera and Cen-
tropages typicus) implying high turnover rates
for Mediterranean coastal areas. The tendency
for species to show only one breeding period
appears to hold true for other zooplankton
groups such as cladocerans and probably thalia-
ceans which reach peak abundances in summer and
spring, respectively, only to disappear shortly
afterwards.

g+ Offshore waters are characterized by the
presence of a large number of open-sea specles
that comprise relatively uniform but quanti-
tatively poor populations. Seasonal changes in
abundance are less marked than those recorded
for coastal areas. Copepods comprise the bulk
of the population of surface waters throughout
the year, whereas intermediate layers are dom-
inated by large copepods and euphausiids that
are known to undergo ample diel vertical migra-
tions. Below 1000 m, the plankton fauna is
drastically reduced due to the absence of deep-
sea specles. Deep waters are populated Ly sev-
eral midwater species (aboubt 15) living unusu-
ally at great depths.

By way of a coda, we wish to add a final
comment on the relative poverty of the Med/ter-
ranean. The marked spatial heterogeneity in
terms of quantity of zooplankton, and the lim-
ited information available to date on production
mechanisms for the various subregions make it
rather hazardous to attempt a comparison batween
the Mediterranean and other oceanic regions.
According to GREZE (1963), the values recorded
for open Eastern Mediterranean waters are of the
same order of magnitude as those given by Rus-
sian authors for vast expanses of the tropical
and subtropical Pacific and Indian Oceans.
Based on plankton surveys covering the entire
North Atlantic, BE et al. (1971) conclude that
values grater than 200 ml1/1000 m3 characterized
boreal and neritic waters of the North Atlan-
tic, Values ranging from 50 to 200 ml1/1000 m3
were recorded in the boundary currents, and val-
ues less than 50 ml/1000 m” in central waters.
The corresponding dry weight values usfng the
equation in Table VI of WIEBE et al. (1975) are
21,4 and 4,2 mg/ma, respectively. The similari-
ties of these values to those reported ir Table
VI places in question the 'orthodox' view of the
quantitative poverty of the Mediterranean Sea,
especially in regards to its euphotic zone. In
our opinion, one of the main drawbacks in Medi-
terranean plankton ecology has been that of
approaching the Mediterranean as a more or less
uniform entity and not as a mosaic of subregions
of uneven sgpatial scale 1in which different
hydrographic patterus result in strikingly dif-
ferent producticn levels. 1In the prospect of
future modelling efforts it is therefore evident
that a model of any Mediterranean subregion will
'suffer' for the inadequate coverage in space
and time of those processes which are the basis
of pelagic production.
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THE GULF OF NAPLES AND ITS DATA BASE

Geographical Description

The Gulf of Naples is one of the most prom-
ifnent and well defined embayments to be found
along the Italian Tyrrhenian coast (Fig. 48).
Centered avound 40°45' N and 14°15' E, it has an
area of 870 km?, a mean depth of 170 m and a
volume of 150 kmﬁ. Its main access to the open
sea is to the southwest, through a passage with
a 9.5 km2 cross section, between the islands of
Ischia and Capri. This passage 1s characterized
by the two deep canyons of Ammontatura and
Procida Trough which extend well into the Gulf
and provide its main access to external deep
waters. Additional connections with the
Tyrrhenian are found to the south and to the
north. Bocca Piccola, between Capri and the tip
of the Sorrentine Peninsula, has a sill of 74 m,
a cross section of 0.4 km? and counnects the Gulf
of Naples with the deeper portion of the Gulf of
Salerno. To the north, the passages on either
side of Procida Island provide the Gulf with an
access to external coastal waters. Both of
these heve shallow sills of 24 m (cross section
0.04 km2) and 12 m (cross section 0.03 kmz), to
the southwest and nottheast of Procida,
respectively.

The continental shelf extends over most of
A number of rocky

the inner part of the Gulf.

banks, scattered along the northern shores and
rising up to 30-20 m from the surface, further
contribute to the complicated bathymetry of the
basin. The three bays of Pozzuoli, Mergellina,
and Castellammare, which indent the coastline
from north to south, represent important subre-
gions of the Gulf. The presence of dense urban
and industrial settlements in this area impose a
need for understanding the status of most of the
Gulf's marine environment. The resident popula-
tion of the territory, draining directly or
indirectly through rivers and channels into the
Gulf of Naples and adjacent waters, amounts to
about 2,700,000 inhabitants.

Metropolitan sewage is presently discharged
for the most part at Cuma, outside the Gulf,
four miles north of Procida Island. Many minor
outfalls are nevertheless found along the shores
of the Gulf proper, except for the Sorrentine
Peninsula where the sewage 18 mostly treated
before discharge. -

EUROSTAFF (1973) has calculated the daily
rate of total waste discharge in the Gulf and
adjacent waters as 534,667 kg BODs, 131,707 of
which are of domestic origin and 402,960 indus-
trial. The areal distribution can be summarized
as follows:

domestic 53,450 kg/day
industrial 77,745 "

Cuma outfall

L 40045

P
& iyt

,a"*: P v
o Gulf of

:
(P Salerno

Figo 48,

Y . 4003’
15’ X

Topographical map of the Gulf of Naples, showing location of L20 and

coastal primary productivity station (PL) (CARRADA et al., 1980).
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Pozzuoli Bay domestic 6,928 "
industrial 12,657 "
Naples Harbor to domestic 62,611 "

Castellammare Bay industrial 260,635

Sorrentine domestic 4,399 "

Peninsula

The differential discharge of urban waste and
land runoff 1in the three bays of Pozzuoli,
Mergellina, and Castellammare accounts for their
distinctiveness in ecological terms, but the
degree of overlap between these systems appears
to be 1increasing. Furthermore, the bay of
Castellammare receives the effluent of the Sarno
River, which has only a slight hydrographical
effect, but acts as an important additional
source of nutrients for the eastern part of the
Gulf.

Data Set

Despite the activity of the Staziomne
Zoologica for more than a century in the Gulf of
Naples, the ecological information available on
ite ecosystem is still scarce and fragmentary.
A review of the available information on the
Gulf ecosystem can be found in MONCHARMONT
(1977) and CARRADA et al. (1980).

In 1975, following the launching of the
National Programs for Oceanography by the
National Research Council (CNR), the Stazione
Zoologica was granted financial support to start
a five-year prograu on the Gulf of Naples.

A research group, designated GONEP, includ-
ing both staff members and sclentists from
foreign institutions, was established to deal
with the hydrographic and pelagic compartments
of the Gulf. A second teum, dealing with prob-
lems of benthic ecology, was also activated at
the Ischia Marine Ecology Laboratory of the
Stazione Zoologica.

Since 1975, GONEP has conducted seven major
cruises, sampling hydrographic and biological
parameters within the Gulf and adjacent waters.
An average of 30 stations were sampled on each
cruise. During cruises GONEP I, III, IV, V, and
VI surface contour maps of the surface distribu-
tions of temperature, salinity, nutrients, and
chlorophyll were made.

In January 1976 an annual cycle of biweekly
samplings was started at the fixed station L20
(Fig. 48) providing a complete time series for
temperature, salinity, dissolved oxygen, nutri-
ents, transparency, chlorophyll a, phytoplankton
and zooplankton. Physical and chemical param-
eters were sampled at hydrographic standard
depths, chlorophyll a and phytoplankton at five
depths (0, 5, 10, 25, 50 m) and zooplankton at
two depth intervals (300-0; 50-0). A total of
178 phytoplankton species and 20% zooplankton
species, 123 of which were Copepods, were found
to be present at L20 throughout the year.

Sixteen cruises, at monthly intervals, have
also been conducted in the inner portions and
including the eutrophied areas of the Gulf in
order to provide information on spatial and tem-
poral trends of surface, temperature, salinity,
nutrients, and chlorophyll.

Primary productivity measurements have been
carried out biweekly during six months at two
coastal stations (L20 and PL in Fig. 48) includ-
ing chlorophyll, number of cells and l4g uptake.

Additional samplings for water movements
via current meters and drogues and meteorologi-
cal parameters have also been conducted in vary-
ing degrees of completeness. The sampling
activities and the parameters measured are sum-
marfzed in Table IX. A sampling grid was used
as reference for the horizontal positioning of
stations.

Water Mass Characteristics

By virtue of its depth, the Gulf of Naples
is exposed to three Tyrrhenlan water masses:
Tyrrhenian Surface Water (TSW), Tyrrhenian
Intermediate Water (TIW), and Levantine Inter-
mediate Water (LIW). The LIW originates in the
eastern Levantine Sea (MORCOS, 1972; HOPKINS,
1978) as a result of winter atmospheric buoyancy
extraction processes. During formation, 1its
water type varies about 15.5°C and 39.1 ppt. As
it -wves westward, it conforms to a falrly con-
sistent T-S regression (WUST, 1961) such that on
reaching the straits of Sicily it is character-—
1zed by a water type of 14.2°C and 38.7 ppt.
Entry and distribution of the LIH in the
Tyrrhenian has not been thoroughly described.
The work of LACOMBE and TCHERNIA (1960) and the
data of ALIVERTI et al. (1968) show the LIW to
completely cccupy the Tyrrhenian although the
thickness and value of the salinity maximum
vary. Its presence in the Ammontatura Canyon in
the Gulf of Naples has been demonstrated by
HOPKINS and GONEG (1977), where it has a water
type of ~149C and ~38.65 ppt. The depth of its
upper limit (38.6 ppt 1sohaline) varies from
200 m in summer to >300 m in winter. The LIW
does not directly affect the 'ISW, but it docs
act as an upper bound to salinities reached in
the TIW.

The TIW is 1itself a winter water being
formed as a result of local buoyancy extraction
processes. Because the atmospheric conditions
are not so severe, nor the circulation so favor-
able off the west coast of Italy, as they are
off the south coast of France, no Tyrrhenian
winter water is formed which 1s more dense than
the LIW. Consequently, the TIW lies above the
LIW and 1s characterized by fresher water of
nearly the same temperature (13.6-14.2°C and
37.8-38.6 ppt), and during the warming portion
of the year, by a temperature minimum. Its
production and distribution in the Tyrrhenian
are less well described than the LIW (e.g.,
LACOMBE, 1974). FPor the Gulf of Naples the TIW
plays an important role since al.ut 3/4 of the
volume of the Gulf is occupied by this water.
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Table IX.

Number .of Depths

GONEP Sampling Activity

Cruises Area stations sampled Parameters
GONEP I Gulf of Naples and 35 Standard T, S, oxygen, pH, transparency, NH;, NO,,
March 28~ adjacent waters hydrographic NO3, P04, S107, Chl a (surface), zooplank-
April 1, 1975 ton, (qualitative and quantitative) 50-0 m
at 29 gtations.
93 Surface Contour mapping (April 1) of T, S, NH,
NO2, NO3, PO4, 5102, Chl a.
GONEP I1IX " " 27 50-0 m Zooplankton (qualitative and quanti-
April 28- bottom-0 m tative).
May 26, 1975
GONEP IIl " " 37 Standard T, 8, oxygen, pH, transparency, NOj, NOj3,
March 20- hydrographic P04, S102, Chl-a (4 depths), zooplankton
April 13, 1976 (bottom-0 m; 50-0 m).
50 Surface Contour mapping (March 3) of T, S, NOp,
NO3, PO4, S10y, Chl a.
50 Surface Contour mapping (April 13) of T, S, NO3,
NO3, P04, 8102, Chl a.
GONEP 1V " " 23 Standard T, S, oxygen, pH, transparency, N0, NOj,
June 8-24, 1976 hydrographic P04, $i02, Chl a (surface).
46 Surface Contour mapping (June 9) of T, S, NOj,
NO3, P04, 510y, Chl a.
33 Surface Contour mapping (June 24) of T, S, M)y,
NO3, PO4, S105, Chl a.
GONEP Gulf of Naples and 51 Surface Contour mapping of T, S, NOp, NOg, POy
July 14-15, 1977 adjacent waters 510, Chl a, phytoplankton (6 stations).
GONEP VI " " 47 Standard T, S, oxygen, pH, transparency, NOz, NOj,
October 26- hydrographic P04, S$102, Chl a, phytoplankton.
November 6, 1977
31 Surface Contour mapping (Nov. 6) of T, S, NOjy,
NO3, P04, S105, Chl a.
GONEP VII " " 20 Standard T, S, oxygen, pH, transparency, NH;, NOj,
February hydrographic WNO3, PO4;, S103, Chl a, phytoplankten
7-18, 1979 (surface).
Station L20 Gulf of Naples Standard T, S, oxygen, transparency, NOj, NO3, POy,
January 1976 40° 42,1°'N hydrographic $102, Chl a, phytoplankton (qualitative
to June 1977, 140 10.2'E and quantitative), zooplankton
Biweekly (qualitative and quantitative).
December 1977 Five light Primary production: l4C uptake, Chl a,
to May 1980, levels nutrients, species composition and
Biweekly abundance.
CONTOUR CRUISES Gulf of Naples 40 Surface Contour mapping of T, S, oxygen, NOz, KO3,

February 1976
to June 1977

Inner northern
area.

P04, 8102, Chl a.

T = temperature; S = salinity; NO2 = nitrite; NO3 = nitrate;

NH4 = ammonia; S102 = silicate.
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The annual cycling of the water masses can
be well demonstrated on a T-S diagram (Fig. 49),
where the 20 m and 75 m values from station L20
are compared. The column becomes fsopycnal (to
75 m) around the first of January but retains
some salinity structure until the first of March
when the entire column to 75 m is homogeneous.
From March to September the 20 m warms with 1lit-
tle increase in salinity; during September it
salts to maximum October salinities as fall
overturn begins and salt fs mixed in from deeper
layers. From October to March, the 20 m values
are representative of the entire surface layer,
and they follow a T-S cooling slope of 82/0.25
ppt. Winter runoff more than compensates for
increases in salinity due to evaporation and
convective mixing. As a consequence the TIW (at
75 m) has a salinity minfmum (and temperature
minimum) in March. The 75 m water type remains
stable during the stratified period wuntil
October when it drifts to warmer, fresher values
in response to convective admixtures of TSW. By
the time of wmaximum convective mixing, it is at
its temperature minimum.

The TSW is very strictly seasonal, being
distinguishable from the TIW only during the
stratified season as the superficial water mass
above the thermocline. It has no stable water
type although its summer T-S values are about
26°C and 38 ppt. Closer inshore the variability
increases; in fact, CARRADA et al. (1980) have
defined a Coastal Surface Water (CSW) as having
dirtinct properties (mostly chemical) from the
TSW. Coastal freshwater discharge and effluents
are primarily responsible for the greater vari-
ability of the CSW. The water mass character-
istics are summarized in Fig. 50.
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Fig. 49. The T-S cycling of the 20 m (TSW) and
the 75 m (TIW) water types at station L20.
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Fig. 50, Schematic distribution and physico-

chemical characteristics of the water masses
within the Gulf of Naples (CSW: Coastal Surface
Water; TSW: Tyrrhenian Surface Water; TIW
Tyrrhenian Intermediate Water; LIW: Levantine
Intermediate Water).

Nitrients

The distribution of nutrients in the Gulf
shows pronounced variations both in space and
time. Strong offshore gradients are usually
present throughout the year in the iuner area,
where the influence of urban discharge and run-
off 1s stronger. Within this general pattern,
different distributions are often observed among
the three inner bays of Pozzuoll, Mergellina and
Cagtellammare. As already mentioned, these bays
are affected by differential discharge of domes-
tic and industrial wastes as well as by differ-
ent nicroclimatic regimes which can result in
significant variability in rainfall, and hence
runoff, between the coastal regions of the
Gulf. 1In addition, the connection of the north-
ern part of the Gulf with external coastal
waters through the channels of 1Ischia and
Procida, allows the plumes of the Volturno River
and Cuma outfall to enter the Gulf and influence
the channel aveas, and, at times, as far within
the Gulf as station L20 (CARRADA et al., 1980,
1981a,b). Figs. (51), (52), and (53) are an
example of the temporal and spatial distribution
of surface nitrates, phosphates and silicates in
the northern part of the Gulf.

At the fixed station L20 the observed val-
ues of the same nutrients fall within the range
known for open Tyrrhenian waters (Fige 50). The
vaters of L20 may then be considered to repre-
sent the hydrographic characteristics of the
'open waters' of the Gulf, where oligotrophic
conditiona, driven by the seasonal succession of
external water magses, can be considered as con-
gtant. Only occasionally, strong plumes origi-
nating in the bay of Pozzuoli, or the already
nentioned advection of external coastal waters,
may raise the surface concentration of nutrients
at L20 (CARRADA et al., 1980, 1981a,b).
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Fig. 51. Surface contours of nitrate (ug-at/%) Fig. 52. Surface contours of phosphate
on (a) July 1, 1976, (b) October 11, 1976, (c) (ug-at/2) on (1) July 1, 1976, (b) October 11,
January 18, 1977, (d) April 6, 1977. From 1976, (c¢) January 18, 1977, (d) April 6, 1977.
CARRADA et al. (1980). From CARRADA et al. (1980).

Pig. 53. Surface contours of silicate (ug-at/f) on (a) July 1, 1976, (b) October
11, 1976, (c) January 18, 1977, (d) April 6, 1977. From CARRADA et al. (1980).
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Chlorophyll and Phytoplankton

The contour mapping of surfsce chlorophyll
concentrations has revealed proaounced spatial
variations within a range frou up to 20 mg/m3
alongshore to an average of 0.3 ng/m3 for the
nid-Gulf.

Fig. 55 shows the dpatial distribution of
surface chlorophyll a in March 1976 and July
1977 for the entire area of the Gulf; and Fig.
56 for the 1inner areas 1in the different
seasons. Both the concentrations and periods of
occurrence of the peaks are uncorrelated in time
for the different sub-areas of the coastal

reglon. The same trend has been observed for
the temporal and spatial distribution of
nutrients. This suggests that the dynamics of

production processes in the littoral section of
the Gulf are 1likely to be driven primarily by
the quality, quantity, and uneven distribution
of land runoff, more than by the circulation
patterns or by seasonal water mass differences
(CARRADA et al., 1980).

The high concentrations of chlorophyll at
the coast decrease toward mid-Gulf, to the ever-
age Tyrrhenian values so that, at the fired sta-
tion L20 (three miles offshore) concentrations
are about 0.2-0.5 mg/m3.

S
S A e N

Fig. 55. Surface contours of chlorophyll a
(wg/m3) on March 22, 1976, upper; and oa July
14, 1977, lower. From CARRADA et al. (1981b).

Fig. 57 compares surface chlorophyll annual
concentrations at two littoral stations (Poz-
zuoll and Mergellina) and at station L20. Fig.
58 shows the annual variation of chlorophyll a
in the euphotic zone at station L20.

The most coherent information on the phyto-
plankton of the Gulf comes from the time series
of biweekly samples collected at L20. The
series recorded 93 Diatoms, 75 Dinoflagellates,
3 Coccolithophores and 3 Silicoflagellates. An
annotated checklist of the phytoplankton Diatoms
for the Gulf 1is being published by MARINO and
MODIGH (1982).

On a quantitative basis (CARRADA et al.,
1979 and GONEP, unpublished data), the spring
peak (204,000 cell/t) is mostly due to Diatoms
(64%) followed one month later by another peak
(113,000 cell/t) mostly due to Dinoflagellates.
In this period the dominant species of Diatoms
are Nitzschia closterium (78%), Nitzschia
longiseima (4X) and Chaetoceros compressum (42);

Fig- 56t jhady
(ug/w3) on (a) July Y, 1976, (b) October 11,

Surface contours of chlorophyll a

1976, (c) January 18, 1977,
From CARRADA et al. (1980).

(d) April 6, 1977.
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FPig., 58, The annual variation of chlorophyll a
(ng/w3) at Station L20, from January 1976
through January 1977. From CARRADA et al.
(1979).

of Dinoflagellates, Gymnodinium sp.p. reached
80X, Prorocentrum micans 4% and Amphidinium
acutisslmum 3%,

The autumn peak (241,000 cell/t) was
largely due to Dinoflagellates (43%), followed
by Coccolithophores (28%) and Diatoms (10%).
Among the Dinoflagellates the dominant elements
were again Gymnodiniuvm sp.p (84%), while several
sptcics of Peridinium and Exuviella beltica com-
prised 1.5%.

During winter a smaller peak (99,000
cell/t) was observed, mostly due to Coccolitho-

phores, the dominant species being Emiliania
huxley, Fig. 59 gives the annual quantitative

~ /variation of Diatoms, Dinoflagellates and Cocco-
./ 1lithophores at station L20.

Primary production was measured by TOMAS
(1981), at biweekly intervals for a winter-
spring period, at the shelf station PL in the
bay of Mergellina (Fig. 48) and at station L20.
Production values at Mergellina varied between
2.40 and 6.30 wgC/m3/d at various depths in ‘the
water column. Integrated values varied from
0.62 to 8.2 gC/m2. Chlorophyll a values were
from 0.21 to 5.76 mg Chl a/m’ and light {aten-
sities at 50 m rarely below 10X incident surface

V. 14
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Seasonal succession of phytoplankton

Figo 59.
Percent composition in

group at station L20.
the entire water column.

At station L20 production varied batween
1.4 and 111 g mgC/m3/d with maximal values at
surface aud at 50% 1light Intensities. Inte-
grated values were between 0.33 and 5.7 gC/m?
for a total of 31.39 gC/w? for the winter-spring
period. Chlorophyll a varied between 0.11 and
1.77 ms/m3 at the surface, whereas depth values
of <1.14 mg/m3 were observed. Total inorganic
nitrogen varied between 0,59-7.12 ypg-at/t and
was undetectable during April and May, suggest-
ing a limiting role for this parameter.

Zooplankton

The gpatial and temporal structure of zoo-
plankton communities within the Gulf is rather
heterogeneous. On the basis of the qualitative
and quantitative data collected during the GONEP
11 cruise, in May 1975, at 27 stations from 50-0
m, four communities have baen identified (Pig.
60a)1

a. Ischia and Procida Channels, occupled

by & community characterized by Evadne
spinifera, Oithona helgolandica, Oikopleura
dioica;

b. Pozzuoli Bay to Naples Harbor with a

community based on Decapod larvae, Podon poly-
phenoides, Acartia claupi and Olkopleura dioicaj

Ce the southeastern coast, from Naples
Harbor to Capri Island, characterized by Evadne
spinifera, Centropages typicus and Oithona

helgolandica; and
d. the central portion of the Gulf, char-

intensities. Totel production for the winter- acterized by Paracalanus parvus, Centropages
epring period has been calculated at 55.1 typicus, Oithona helgolandica and Decapod
gC/u2, Tarvae.
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Fig. 60. Zooplankton community structure (a),
and zooplankton biomass distribution (b) from
50-0 m in May 1975. (Black dots indicate sam-
pling sites.) From CARRADA et al. (1980).

In terms of quantities, dry weight esti-
mates of biomass increased offshore, vhereas the
total number of individuals decreased (Fig.
60b), 1indicating a preference offshore for
higher standing stocks of fewer individuals of
larger size (namely Copepods) and 1inshore for
lower standing stocks with dominance of
Cladocerans, meroplankton and small filter-
feeding Copepods.

The time series at the fixed station L20
has provided information on the annual cycle of
zooplankton communities. In the 50-0 m interval
three peaks were noted. Tha peak in March was
due to Duliolids and Appendlcularfans; the June
maxjmun was due to Copepods and Cladocerans; the
October peak was almost entirely due to Copepods
and Appeudicularians. Other minor groups char-
acterized specific periods of the year: Siphon-
ophores were abundant {in March; Chaetognats and
Cirripede 1larvae 1in April and May; Decapod
larvae in October.

In terms of numbers, Copepods constituted
the major portion of the total zooplankton
biomass, both in the 50-0 m and 300-0 m levels,
with an annual nean of 85.,8% and 85.5%,
regpectively. For the greatest part of the year
they comprised more than 80% of che total

A | I

zooplankton in both levels. This percentage
decreases in late winter-early spring to 50% for
the increuent of Appendicularians, Doliolide and
Cladocerann. Fig. 61 shows the seasonal biomass
distribution at the two depth intervals.

Two s8ubsystems are present in the Gulf!
coastal and open water. The coastal subsystem,
including the Bays of Pozzuoli and Mergellina,
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the Naples Harbor areca and the Vesuvian shore
down to Castellammare Bay, ie essentially char-
acterized by a permanent condition of eutrophi-
cation. Within the coastal subsystem, particu-
larly in the Bays of Pozzuoli and Hergellina,
the distribution pattern of chemical and biolog-
fcal parameteras appears strictly linked to local
runoff both in its variability and in its compo-
sition, a dependence that generates strong time
dependent offshore gradients in the distribu-
tions. The exchanga between coastal and open
water occurs over short spatial scales. Marked
gradionts of the same parameters can also be
found alongshore due to the complicated bathy-
metry and to the mentioned uneven distribution
of land diacharge, which explaine the areal
independence in timing and succession of phyto-
plankton biomass. A comparison of the values of
the chemical and biological parameters 1iushore
and offshore provides a means to eovaluate the
relative level of eutrophication of the coastal
areat for chlorophyll, the values at Pozzuoll
and Mergellina Bays show a mcan seven to nine
times that for L20 station.

The open water subsystem has oligotrophic
charncteristice and is essentially driven by the
scagsonal succession of external water masses.
Station L20 {is permanently characterized by
nutrient and chlorophyll concentrations consis-
tent with those reported in the literatura for
the open Tyrrhenian Sea. Only episodically were
higher 1levels of nutrients and chlorophyll
observed at L20 due to the presence of coastal
water. The analysis of the structure of the
phytoplankton and zooplankton communities, based
on the L20 time series and on the areal surveys
of GONEP II and GONEP VII cruises, provided
additional evidence to the dual character of the
ecosysten of the Gulf of Naples.

-

From the faunistic point of view, Copepods
were the most abundant and dominated the group,
both in quantity and number of specles, with a
total of 123 species (85 of which were from the
50-0 m level)., Paracalanus parvus and Acartia
clausi comprised 63.4% of the total Copepod pop-
ulation. Appendiculariaus (19 species) were the
second most abundant group both in quantity and
number of species, rvepreasenting 4,012 of the
total population from 50-0 m and 5.76% from
300-0 m. Cladocerans ranked third with five
species, and their contribution to the total
zooplankton biomass was particularly evident in
epring and summer. Other groups did not repre-
gent quantitatively important fractions but con-
tributed significantly to the faunistic varlety
of zooplankton populations: Chaatognaths with 3
specicsj Siphonophores, 19 species; Thallaceans,
3 species of Salps and 3 species of Doliolidsj
Euphausiids, 6 species; Amphipods, 9 epecles;
Pteropods, 5 speclesj Hydromedusae, # specles.
A variety of meroplankton forms were found the
year round, particularly Decapod larvae.

Conclusions

The data base available to date for the
Gulf of Naples 1ia essentially descriptive and
represents the output of a research program
focusing mainly on the problems caused by
anthropogenic loading. As a result, most of the
available information deals with the inner area
of the Gulf where the effects of man-made envi-
ronmental alterations are most obvious. The
time series at the fixed station L20, sftuated
at the boundary of the cutrophied area, has
nevertheless provided significant information
also on the structure of the open part of the
Gulf. It is therefore already possible to iden-
tify some general features of the écosystem of
the Gulf.

-79 -



MODELLING THE GULF OF NAPLES
CONCEPTUAL MODEL

The purpose of this session of the workshop
was to set the stage for the construction of the
numerical model of the Bay of Naplea. Based on
the step by atep modelling procedure that was
presented during the introductory lectures, the
objectives, boundaries, subsystems, state vari-
ables and forcing functions were discussed.

Objectives

After a thorough diescussion of the objec~-
tives of the numerical model of the Gulf of
Naples, and taking into account the available
data base, it was concluded that the most recal-
istic objective was to construct a mechanistic
numerical model which would eimulate the path-
ways and feedbacks of the coastal and offshore
ccosystems and show the influence of the pol-
luted coastal area to the offshore region,

Boundarios

Geographical boundaries of the ecosystem of
interest were determined ast coastline from
Punta di Fumo to Punta Campanella, line connect-
ing Ischia with Capri and both islands with the
mainlaad.

Conceptual boundaries were determined as:
nutrients, phytoplankton, and zooplankton as
parts of the pelagic trophic web, and the inter-
action of the benthic communities (including
macrophytes) and sediments with the overlying
water.

Subsystems

In order to develop a simulation model of
the Gulf of Naples, the ecosystem was divided
for practical and conceptual reasons into two
parts, that involving the circulation or 'phys-
ical model,' and that involving the biology and
chemistry or 'biological model.' The two models
acted as submodels of the general wmodel. The
physical wmodel supplied the bilological model
with the mass exchanges due to the circulation.

State Variables and Forcing Functions

State variables for the biological model
were chosen on the basis of general knowledge
and specific' knowledge of processes, concentra-
tions, biomasses, and fluxes of the most impor-
tant components of the Gulf of Naples. The
following state variables were chosen as most
important and suitable for the numerical model-
1ing procedure: nitrate, amuonia, phosphate,
silica, diatoms, other phytoplankton, cillates,
filterfeeders, carnivorous zooplankton, juvenile
zooplankton, benthic macrophytes, dead organic
matter, and sediments.

The workshop split into two working groups
which were devoted to the construction of these
two models. The persons leading the discussions
were T. Hopkins for the physical model, and S.

Jérgenaen, J, Kremer and S. Nixon for the bio-
logical model. Both groups started to work with
the elaboration of the conceptual model agreed
upon in plenary sessions and then proceeded with
the numerical stages of their models.

In order to make the presentation of the
modal construction phase as understandable as
possible, the elaboration of both physical and
biological conceptual models will be presented
in their corresponding sections of the following
text (Figs. 61 and 65).

PHYSICAL MODEIL
Introduction

It was felt that the purpose of the working
session should be to proceed as far as possible
towards completing a numerical model. The exer-
cise was considered valuable and {inetructive
even though the hardware limitation prevented a
numerical output. None of the participants had
quite experienced such an activity and, conse-
quently, all were pleasantly surprised by the
outcome. The normal modelling experience
involves on the order of one to ten man-years
for a complete model, 8o that the various
modelling stages are normally not experienced
over such a short time interval as occurred in
the working session. This provided a really
valuable perspectiv2 for those involved. It was
felt that this type of activity should precede
any serious modelling endeavor. The restriction
of time at the workshop was perhaps a little too
severe and was exaggerated by the necessity to
prepare certain routine software.

It was hoped that this modelling exercise
would have a value apart from that derived from
participating fn the exercise itself. To that
end the model was constructed as generally as
linitations would allow. The applicability to
other systems was noted in discussions and
appears to some degree in the following descrip-
tion. Every attempt was made to make the
included software code generally applicable,
although it should be considered as an instruc-—
tive example, with possible errors, rather than
as a packaged program for use without
uwodification.

The schematic shown f{n Pig. 61 was used for
the baeis of the conceptual model discussion.
It was very useful in conceptualizing the vari-
ous interactions and processes. For example, 1if
one wished to consider only barotropic waves,
one would deal mainly wit he BT PE and BT KE
storages and their mutual .cansfers. However,
at some scales the effects of depth, Corlolis,
continuity, and friction all must be consid-
ered. In the figure, these connecting lines act
as a visual reminder.

Forces and Boundary Conditions

Considerable discussion was spent“on vari-
ous types of models and their applicabilty to
Mediterranean coastal ecosystems. The objective
primarily was to evaluate the relative impor-
tance of the various forcing functions. Except
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Fig. 62.

IFP=internal friction, and BF=bottom friction).

Conceptual model for coastal dynamics, including barotropic (Bt)
forcing, baroclinic (Be) forcing, wind, and friction (SP=surface friction,

KE, PE, R, and f stand for kinetic

energy, potential energy, bottom roughnees and the Corlolis parameter,

respectively.

for the northern Adriatic, the effect of tides
is small and need not be wmodelled. Forcing by
the baroclinic pressure field may or may not be
included depending on depth and season. Coastal
systems generally have a strong summer pycno-
clines at about ~20 to 30 m, the depth being
dependent on the extent of wind mixing (e.g.,
KRONFIELD and HOPKINS, 1976). Stratification is
derived primarily from the thermal difference
which 1s fairly consistent Hediterranean-wide,
on the order of 14 to 25°C . The resulting
pycnocline may be on the order of > 3 sigma-t
units. However, in coastal systems the vertical
stratification can be exaggerated due to warmer
surface temperatures or due to lower salinities
caused by local runoff. In any case, conasider-
able internal potential energy is available to
dampen barotropic motions in the lower layer
and, congsequently, must be iIncluded in summer
circulation models. Winter baroclinicity may
also be significant when small horizontal den-
sity gradients are persistent over deep water
columns.

Barotroplc pressure gradients 1inevitably
are present in coastal systems, being generated
primarily by wind tranoport divergences/conver-
gences against coastal boundaries. With {rregu-

larities in coastal topography, appreciable wind
stress variations may occur even over short spa-
tial length scales and drive divergences/conver-
gences in the finterior through the wind stress
curl.,

The inclusion of some dissipative force is
necessary for coastal circulations where fric-
tionless dynamics are apt to be poor approxima-
tions. Particularly bottom stress should not be
excluded in shallow or in bathymetrically rough
regions.

Representing the proper boundary conditions
is one of the greatest difficulties in develop-
ing a coastal circulation model. For semi-
enclosed bays such as the Gulf of Naples, the
condition of no momentum flux at the coast can
be imposed. This is a simpler boundary condi-
tion than that representing the momentum flux at
one of the open boundaries. Even 8o, the solid
boundary condition becomes increasingly approxi-
mate, in practice, for gradually sloping near-
shore bathymetry where the frictional forces are
not well understood and poorly formulated., The
open boundary condition 1is facilitated, 1if it
exists along a zone of dynamic uncoupling (Lec-
ture on Physical Processes).
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It 1s difficult to justify the construction
of a ateady state model on any other basis than
that it is aimple and inetructive. Coastal cir-
culations invariably have considerable energy in
the meao-scale portion of the spectrum (~1 to 40
hours). The significance of this portion is
enhanced when one of the main purposes of the
circulation 1s to fced 1into a blochemical
model. However, steady models are very useful
in terms of the low frequency framework that
they describe. They are not so sensitive to
inaccuracies in the solid boundary condition,
but they can depond strongly on the open bound-
ary condition, Yet for this very reason they

are a requisite stop toward time dependent
models, saince they provide an ({instructive
mechanism to calibrate the open boundary

condition against low frequency (days to weeks)
observations of the circulation. For these
reasona, and because of obvious computation
limitations, a time dependent model was not
attempted for the Gulf of Naples casc study.

One concession to simplicity that was not
made was to include a mechanism to vecover the
z~dependency from the {integrated flow fileld.
Vertical fluxes to the surface layer and {its
differential movement with respect to the under-
lying water column arec easential to the accuracy
of a blochemical model.

Equations for Sea Level Model

The problem was formulated in the following
way. The full time dependent equations of

motion (e.g., NEWIANN and PUERSON, 1966) were
reduced to the relevant forces

= fv m -¢ - Px + (Auy), (1)

fu = -4y - Py + (Av;), (2)

ug + vy = oWy &)

whare the derivatives are indicated by sub-
scripta. A 1is the kinematic viscosity. The
complex potential function ¢ 1s the barotropic
pressure gradient,

b + 16y = ~gex + ley) (4)

where g is the gravitational acceleration and e
the sea level displacement. The complex baro-
clinic pressure gradient is written as
z
VP = Py + 1Py and P = § fodz . (5)
o
The coordinate system is oriented such that
the y-axis 1lies parallel to the coast, the

x-axls extends offshore, and the z-axis 1is posi-
tive downwards.

Rquations (1-3) can be integrated over the
water column depth, d,

- £V = -dé, - ¥, + T8% - qdx (6)

£U = -dgy - ¥y + 18Y - 1dy ("
U + Vy = 0 (8)

The transports arve defined as (U,V) = jq(u,v)dz,
o

and the complex baroclinic transport potential
as

VY = j (Px + 1R))de, (9)

or we can express {ta components as

Yx = Rx = dgPd, Yy = Ry - dypd
d
where R = g f foa: and Pd = g £ pdz,
d

The surface stress, Y8, and the bottom stress,
1d, rosult from the vertical fintegration of the
vortical friction terms in (1) and (2).

If cquations (6) and (7) are cross differ-
ontiated and subtracted, thon

J(d, $) + J(d,pd) = curl(ve-td) 10)

where use was made of equation (6) and that

ok = yr Yyx = Yy
Equation (10) includes three unknowns, ¢ , Pd

and 1 It {s assumed that the distribution of
19 18 knoun, and of course that d {s known
everywhere. In order to solve (10) for ¢, we
nust make approximations of ¢ and P9, and we
must express the boundary conditions for 4.

= dxpd - d de = J(d,pd)

Transport Components

Before proceeding with the input informa-
tion and boundary conditions for equation (10),
we discuss equations (6) and (7) in terms of the
different forcing functions. This can be done
by a linear decomposition into transport compo-
nents of the left-hand side, each of which {18
driven by a corresponding forcing term on the
right-hand side, as for example from (6)

E[Vpr + Vo + Vgue + V

BT * "BC pek] "

dby + Yy = 8% + odX (11)

BT BC SEK  BEK

where BT = Barotropic, BC = Baroclinic, SEK =
Surface Ekman, and BEK = Bottom Ekman.

It {8 quite {important to point out that
these are not truly linearly separable by virtue
of vertical friction which gives rise to the
third and fourth terms. However, a look at the
response to various combinations of these forc-
ing terms is essential to understanding their
behavior. One can find a more complete discus-
sion in the literature, e.g., FOFFONOF (1962),
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KUNDU (1976), or HOPKINS and SLATEST (1982)., We
note here a few points germane to our modelling
approach.

a. Water columns deeper than ~30 m can be
characterized by the three dynamic layers cor-
responding to SEK, BT and/or BC, and BEK. For
shallower depths the two frictional layers begin
to overlap, making the parameterization of bot-
tom friction more difficult. This separation
depends on the magnitude of the eddy viscosity,
A (e.g., MADSEN, 1977, or HOPKINS and SLATEST,
1982)

b, The bottom stress is ultimately a func-
tion of the interior flow and the bottom rough-
ness. From the top of the constant strose
layer, proceeding down to the bottom, the stress
remaine constant and the velocity decreascs
logarithmically to zeroj and proceeding up
through the bottom Ekman layer, the strees
decrcases and the velocity increases to their
respective interior values.

¢, In the event of baroclinic forcing, the
barotropic interior velocity will be reduced,
and in the cvent of complete pressure adjustment
between the barotropic and baroclinic fields at
some depth at or above tho bottom, the flow at
the bottom will be negligible and consequently
also the bottom stress. In such situations, the
kinetic energy of the flow is dissipated intern-
ally rather than at the bottom. Near the
coasts, complete adjustment is unlikely, but
strong barocliniec shears may result due to large
displacements of the pycnocline within the
coastal boundary layer (see CSANADY, 1977, or
ALLEN, 1980). The baroclinic forcing is derived
from the density field which often has sharp
variations in the vertical. In the presence of
vertical friction, these in turn result in large
baroclinic shears which in turn generate fric-
tional ageostrophic flows, HOPKINS and SLATEST
(1982).

Input Information

Bottom Stress

We represent the velocity at the bottom
(z=d) as q4. This is in fact ~1 m above the
bottom but taken to be in the constant stress
reglion,

w2 etk 2 (12)
1n 2190

Zo

1d = u% and

where the unite of otress are cal/sec? , where k
= 0.4 is von Karmen's constant, and

®
qq = = 1n 2120 g9 (13)
k Zo

The parameter z, is a bottom roughness parameter
and 18 not well quantified. It 1s a 1length
scale assoclated with the origin of the z coor-
dinate for the logarithmic profile and is
ralated to the physical bottom roughness; but it
may be cnhanced in the prescnce of high fre-
quency motions (GRANT and HADSEN, 1979). The
bottom stress is convenvionally written in terms
of a drag coefficient, C4.

1d = cd|qd|qd (14)

For the purposes of numerical quantification for
the Gulf of Naples Cq4 was related to z, by the
following approximation for 0.2 { 2z, < 10 cm:

2
cd-—‘f___.—:

0.0041 + 0,0028 15
100 + z, 2ot (13)

1n
%o

and z, values were assigned according to bottom
typet for a deop, smooth bottom z, ~ 0.2 cm,
for a nearshore, smooth bottom z5 ~ 0.2 to 2 cu,
and for an uneven or rocky bottom, zy = 2 to 3
cm. The values of 2z, were enhanced around the
solid grid boundary to simulate additional lat-
eral friction, The values of z, that were used
are in the code listed in the appendix to this
scction,

The bottom etrese 1is clearly nonlinear
gince it has the quadratic depoendence on the
velocity at the bottom which in turn dopends on
the solution to (10). The bottom etress is
lincarized through several conventions, for
example

a. WX = 7 where U= U/d and r 18 a
specified resistance coefficient.

b, As in ;a) except that r is approximated

by Cdl'ﬁ2 + V2|l 2 This is more recommended

when there exists considerably high frequency
energy, as with waves and tides, that may have a
non-zero contribution to a quadratic dependence
(e.g., WINANT and BEARDSLEY, 1979). Neither of
these two formulations consider the effects of
e the variations in bottom roughness,
e the veering of the velocity through the
bottom Ekman layer, or
e the differences between the depth-
averaged flow and the bottom flow.

co 19X u rug or cd|ud2+vd2|1/2ud. This

is more accurate but requires additional infor-
mation on q4. USome options are
e to numerically lag 1@ by one time step

(t) such that q4 is known, {i.e., (xdyt

- f[¢t’ (Td)t—ll.

¢ to use an empirical relationship to

relate q4 to  (below), or

e to compute qq separately, with a

z-gdependunt model.

d. For shallow water columns {30 m, the
stress at the bottom may contain a coutribution
from the surface stress, that is, stress put in
at the surface which is not dissipated inter-
nally by the depth of the bottom. This compli~
cation was not considered here, in part, because
the Gulf of Naples is generally deeper than 30
m. For a treatment of this problem see HOPKINS
and DIETERLE, 1982,

Por the purpose of the workshop example, the
following procedure was used!

a. Assume that qq is reduced and rotated
in the bottom Ekman layer (as in HOPKINS, 1974)
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qq = nellq, (16)

vhere u 18 an amplitude rveduction, O {8 veer
angle, and qy is the interior velocity at the
top of the bottom Ekman layer, or at z = I,

b. In strictly barotropic asituation (and
d>30 m)

qI_':-:—— [N]. Qan

In the case of baroclinic shear the geostrophic
velocity at

z = I will be
a; = L (ve +wy) . (18)
1 ¢

Howaver, we can express VY in torms of Vé, such
that

W e - v at z = I, (19)

Where V 18 the fraction of piiassure compensation
at depth z = I.

V = 1 =) total adjustwent
V = 0 => zero adjustment

In general V = f(z), and deeper water columns
tend to be more completely compensated. For the
purpose of the exercise we have used the follow-
ing dependency for the depth interval 20 < d <
545 m3

v.l_[ﬁﬂ_“dl . (20)

This vepresents 34X compensation at d = 20 m and
98X at d = 500 m. For a purely barotropic prob-
lem, V=0 such as might occur in winter. Note
that in reality v will not be uniform in x and y
for a given d.

c. Now we can express the bottom stress as

= Cglag|ag or

- 16
9 =1 y9 . (21)

vhere 'Y = G4 [-‘ff- (l—v)] 2|V¢ |.

For the purpose of the exercise we choose |v¢ |
= 1,5 x 1073 cn/sec?, u = 0.8, and & = 200,

Appropriate estimates ior other situations might
be obtained from observitions or from the liter-
ature. Equation (21) may be decomposed into
components as

Wy by oy by (22)

WY =yt b oy by (23)

where Y' and vy cos 0 and vy = y sin 0, These two
expressions can now be included into equation
(10)

Y'V2¢ + (Y'x + Yy ~ dy)%( + (Y'y - v + dx)¢y =
curl 18 ~ J(d,PY) . (24)
Pioeld of Maes

The Jacobian term in (24) can bo generated
in a diagnostic sense, that is by assuming that
the observed pd field is steady and applies
throughout the steady period being modelled, 1In
fact as mentioned before, a steady representa-
tion is {mprecise, but since the baroclinic bot-
tom pressure changes more slowly than the baro-
tropic proseura field, a diagnostic estimate of
Pd can be veed with ocome success even for
quasi~time dependent models (HAN et al., 1980;
HSUEH, 1980).

The distribution of PC was taken from the
GONEP-6 data report., An interpolation/extrapo-
lation scheme was devised so that P4 values
could be generated for grid points and grid
depths near a sampled station. Note that the
sampled rd fleld cannot be simply extrapolated
to othor grid points because PC 18 a function of
the depth indirectly through the z dependency of
the denaity (0080, GALT, 1975)1

After solution of (24) for ¢, the transport
components of (6) and (7) must be evaluated.
This requires an ovaluation of VY. We note that
an exponential density distribution of the form

P ubPy = (Pg~Pole 2z (25)

gives a Yy from (9) with a = 3/d of
5 gd?
Y = 3 gddy [Pa-polx + &= (110420015 (26)

For the model we simplify this by assuming that
Po ™ 1.0268 and 1s spatially constant, and that

Y '[% (P-pg)ad + dAE] . 27)

We novre that the first term on the right
accounts for an increased baroclinic pressure
gradient when the depth 1s increasing horizon-
tally coincident with the density increasing
vertically., 7The second term accouats for what
might be coneidered a decreased isosteric height
as thi density increases horirzontally.



Wind Stress

The other parameter functions needed in
equation (24) are the wind etress and depth.
The wind occurring during the GONEP-VI cruise
was typical for the summer situation. A value
of 4 m/gsec from 200°T was used, and it was
converted to stress by the relationship

Pa
8 w C, —- Hz
T a pw

(28)

from RUGGLES (1969), where Cq= 2.5 x 1073, pg =
1.23 x 1073 go/cn3 and W 1s in cm/sec. The Py
ia vequired to convert ¢ 8 to kinsmatic dimen-
sione (cmzlaocz). For a constant wind there isa
no contribution in equation (24). However, the
curl 1% 18 potentially a significant forcing in
the Gulf of Naples where for certain wind direc-
tions considerable variations are caused by the
steep and irregular coastlines. Very little,
good data exists for ovaluating curl 8 for
coastal systems., For larger systems (e.g., the
Acgean or eastern Levantine) it is significant,
but again difficult to observe or to estimate.

Depth

The grid depths, d(x,y), were obtained by a
coarse smoothing of the charted depths within
eech grid, given in the code. The range of d
relative to the grid size was ultimately the
obatacle for obtaining .a numerical solution (see
below). The total depth range is more limiting

in a numerical solution than large variations in
depth which could be removed by more smoothing.

Boundary Conditions

Equation (24) is meant to apply over saome
domain thereby requiring a set of conditions on
¢ about the boundary of the domain, which can ba
eithor a specification of ¢ and/or ite normal
derivative. The primary difficulty in ,poaing
this problem for coastal domains, as opposed to
lakes or bounded seas, is that little or no
information existe about the sea level along the
boundaries. In this regard the straight coast
18 the most difficult to model; however, even in
the Gulf of Naples with approximately ome opon
boundary, there is difficulty in specifying the
sea level about its coastal perimeter because no
sea levol observations are available.

For the purpose of the modelling axercise,
¢ was estimated about the entire domain to pro-
vide a Dirchlet condition on all boundaries.
The reader 1e reminded that this approach was
used out of expediency and should not be coneid-
ered generally applicable. The procedure is
outlined as follows and the boundary ¢ values
are gliven in the codet

a. A reference point was choson from the
GCONEP VI data set (Station 6) located approxi-
mately at grid point 84 in Fig. 62. This loca-
tion is the deepest along the open boundary and
assumed to be most nearly pressure adjusted at a
nominal reference depth of 500 m.
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Fig. 62. The grid used for the Gulf of Naples physical model.
in the x direction to the southwest, and the j index to tha southeast.
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b, It was assumed that the sea level, or
¢, along the open boundary could be determined
from the distribution of the dynamic height
along that boundary. For points along this
boundary shallower than 500 m, the dynamic
heights were computed by integrating to the bot-
tom and then along the bottom to 500 m.

¢+ Along the three lateral boundaries, the
condition of no normal flow was used to deter-
mine the tangential gradient of ¢, which was
then integrated along the boundary to provide a
Dirchlet condition. For example, along the Sor-
rentine boundary y = constant, V = 0, and equa-~
tion (6) applies

0= 'dek - !x + 8% = Ldx,
But ¥y = - V& and 19X w y1d - yb untch gives

Y|¢ 4 8X

Pom e (29
d=V-y

from which an integration in x gives ¢é. The

value of ¢, (normal derivative) 1s extrapolated

betwaen its values at the corners.

d. The determination of ¢ along the bound-
ary in this way requires eome iteration to match
¢ at either ends of the open boundary. In the
case of the Gulf of Naples, eome freedom was
allowed in matching due to the uncertainty gen-
erated by the Ischia and Procida Channels. For
the treated southwest wind case, it was assumed
that the sea level rises to the southwest, hence
simulating some inflow (V#0) and thereby simpli-
fying the iteration scheme.

fquations for the Vertical Model

The biological model requires some vertical
resolution in the flow field, in particular it
is deasirable to separate the dynamics of the
euphotic mixed layer from that below it. To
provide this resolution, a subroutine was con-
structed to compute the 0 to 20 m flow, the 20 m
to bottom depth flow, and ‘the vertical flow
between them. The following formulation is not
necessarily so restricted. More detail can be
found in (HOPKINS, 1974, or HOPKINS and SLATEST,
1982).

From equations (1) and (2) an ordinary dif-

ferential equation acting on the complex velo-
city of q = u + iv 1s formed:

azz - aZq = V4/A (30)

where a2 = if/A. The boundary conditions aret

qz = -t8/A at z = 0 (31)
Aqg + xq = O at z =d

where r is a resistance coefficient with dimen-
sions of speed.

The solution i{s written as

vé r coshuz
2 = - 1
a(z) [KET Aa sinhad + r coshad ]

+ 1: Aacosha(d-z) + r cosha(d-z) (32)
Aa Aasinhad + rcoshad

where the firet portion represents the contribu-
tion to q due to the barotropic and bottom Ekman
dynamics and the second that due to the surface
Ekman dynamice.

RBquation (32) may be Integrated betweon any
two depths. Ve require the integral be ovalu-

ated from z = 0 to h = 20 m,
Q= g? q(z)dz = Uy, + 4V, o 3
This becomes o

Q= vé r sinhah - h
AaZ | AaZsinnad + racoshad

_ @ | einha(d-h)-sinhad
T Aafginhad + racoshad

(34)

<9 [rcosha(d-h)-rcoahud ]

Aa | AaZsinhad + racpshad
The value of V4 is supplied by the main program
which also computes the total transports, U and
V. By subtraction the lower layer flow is
obtained.

Ug = U=Uyand Vg =V -V ;

and by using the continuity equation (3) the
vertical velocity at z=h is given,

ah-:_"¢+ﬂ. (35)
x dy

Numerical Procedures

The model formulated during the workshop
consiste of five programs as indicated in
Table X. The use of these programs is 1llus~-
trated in the flowchart of Fig. 63.

The input data of bathymetry, bottom rough-
ness, and integrated pressure gradients ave read
in by the program OQEF2 and transformed to the
format of equation (24), which becomes

c(’xx + ¢yy) + A¢X + My = C (36)

where ¥! cos @

(v'x + vy = dy)
(Y';-Y:+d,{)

G
A
B
¢ = curl 1®~"J(d,Ppy)
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START

BOTTM2.T (1)

ZOFIBLD.T (2) —r
SIGBOT. T (3)

\

COEF2

input initial data
calculate aux. array

— EQCOEF.T (7) ~——un
GAT (8)

PSID.T (10)

BNDRY.T

(1)

SOLUT

solve for (x,y)
iteratively using
Gauss-Seidel method

FFIELD.T (2)

B

SPEED

compute horizontal
(x y) transports
and

|

UVFIELD.T (9)

SPLIT

split the total
tranaport in surface
and bottom part

UVSPLIT.T (4)

WELOC

compute W velocity
at the interface
and horizontal
transport at
widpoints

|

PRINTER!

STOP

Pig. 63. Program flowchart for physical model.

The data matrices thus obtained are further

transfbrmed in the SOLUT program to conform td a
particular numerical scheme, namely, using the

Taylor's expansion one obtains:

1
$x(1,3) = — ¢ - ¢ ) + 0(a2)
x 24 i+1,] i~1,3
byt = L (¢ -6, , 1)+ 0(A2)
b Al 24 @ 1,34 i,3-1

¢XX(1DJ) - %2' [¢1+1,j - 261.,‘!

2
+ 01-1,11 + 0(4%)

1 D
byy(1ad) = o 14y 4y - 2

+ 4y 4] + 082

(37a)

(37b)

(37¢)

(374)

where A is a spatial resolution.
(31), the equation (30) becomest

a1¢

+ 64¢

141, F %

1,3-1 ~ %

¢ 4

’1,4 =9

where oo = 4Gy4,

A
ay = Gij +"2"A1jt

A
a3 = Gj4 + 3 Biy»

0 <A< min
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1-1,3 ¥ 9%, m

(33)

A
ag = Gy - 3 A1y

A
ap w Ggy -~ 5 Byy»

and ag = Cijdz but with the condition
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Table X

System of programs to run the model

1. Files:

Input files:

BOTTOM 2 . TEXT 10X9 Matrix of depths

ZOFIELD . TEXT 10X9 Matrix of bottom roughnese parameters
SIGBOT «TEXT 10X9 Matrix of depth-averaged densities

BNDRY . TEXT A file containing boundary conditions for ihe

barot copic potential

Intermediate files:

GA.TEXT 10X9 Matrix of ramma values
F.QCOEF . TEXT 4X8X7 Matrix of the coefficlentn of the equation
PFIELD.TEXT 7X8 Matrix of the barotropic potential
UVFIELD.TEXT 4X8X7 Matrix of the gradients of phi function

and horizontal transporie
UVSPLIT.TEXT 4%X8X7 Matrix of horizonta) transport in every layer
PSID. TEXT 8X7 Matrix of the baroclin{c potential gradients

2. Programs

Input
COEF2 Input to the model
SOLUT Solution of the partial differeatial equation
SPRED Compute the horizontal transport
SPLIT Split the total flow into two layers
WELOC Compute the vertical valocity anc¢ centered
horizontal transports
This equation is then solved iteratively using the total flow in order to obtain two-layer pre-
the Gauss-Siedel method for which one obtains: diction. Finally, program WELOC is used to com-
pute vertical velocity between the two layers.
¢(k) ol (o ¢(k'1) + a,¢$¥) These are illustrated in Fig. 64.
1,) ag 17141, 3"1-1,9
(k-1) (k) un(1,1) un(1,2)
oty g 248,31 ~ 0s) (39) vD(1,1) vo(1,2)
0. (E) 0

The equation is eolved in a rectangular region
defined by 1<i<8 and 1£J<7 (Flg. 62). Super-
script k {s an lterative pointer. The equation
(30) defines a computational molecule repeatedly
evaluated at each grid point. The grid size has X 0 X
been reduced to 8x7 in the x and y directioms,
respectively, due to the limited capacity of the
Apple II computer.

Zero condition is assumed initially for all

the iuterior points and the Dirichlet conditions G (E} —0
are prescribed at both solid and open bound- un(2,1) un(2,2)
aries. After an {nterative solution 1is vD(2,1) vD(2,2)

obtained, the baroclinic part is added to com-
plete the potential field solution.

Program SPEED is then wused to calculate Fig. 6A. Scheme for computing w from the trans-
horirontal transports from the results obtained port at each grid element. The UHX and UDX are
by the SOLUT program. Another program (SPLIT) averaged at mid-points marked X and VHY and VDY
is used to calculate transport in the upper are averaged at mid-points markad (X), and W {is
20m. This 20-ueter flow is then subtracted from calculated at grid ceater marked O.
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Appendix to Physical Model

Table XI. list of Variables used in physical model program.

Code Variable

D(10,9)
20(10,9)
PD(10,9)
GA(10,9)
T8%(10,9)
18Y(10,9)
n

N

DFI

DELTA
PSI(8,7)
NB(8),SB(8),EB(8),WB(8)

i}

AP

ALFA

EMME
SINFI,COSFI

RE

RHO
GHLF

X,Y
U(8,7),v(8,7)

UH(8,7),VH(8,7)
UD(8,7),vD(8,7)

UHX(7,6) ,VHY(7,6)

UDX(7,6),VDY(7,6)

W(7,6)

INPUT

Matl Variable

Jdentification

d(?oY))
Zo(X,y
Pa(x.y)
¥(x,y)
T8X(x,y)
8Y(x,y)
£

1-v
7]
As

Y(x,y)
$(x,y)

h

A

a

]

aind ,co80
Y

u(1-v)

o2

depth

bottom roughness parameter
integrated pressure at bottom
bottom stress parameter

x component of wind etrese

y component of wind stress
Coriolis parameter

baroclinic reduction factor

barotropic pressure gradient

integration step

barvoclinic traneport potential

barotropic potential at the
boundaries

depth of surface layer

vortical eddy viscosity

Bkman length scale

bottom Rkman reduction factor

bottor: Ekman veer factors

bottom resistance coefficient

representative ambient density
acceleration of gravity halved

INTERAEDIATE OUTPUT

dxiby
UGx,y)»V(x,y)
Un(x,¥) s Vh(x,y)
Ua(x,y),Vd(x,y)

x y coupnnents of barotropic
pressure gradient
X y components of the vertically
averaged horizontal transports
x y components of transport
for upper layer
x y componente of transport
for lower layer

FINAL OUTPUT

ﬁh»vh

Ug,V4
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X y components of transport for
upper layer at grid box
centers

x y components of traneport for
lowar layer st grid box
centers

vertical transport between
layers at grid box centers



| | ki
Data Inputs
Bottom depths (BOTT(M2) in m.
1 ] 1 2 3 4 5 6 7 8 9
0 0 0 0 0 0 0 0 0
2 0 5 29 70 83 55 53 63 0
3 0 10 58 114 141 146 134 99 0
4 0 10 55 144 165 165 140 111 20
0 70 150 205 189 178 141 115 25
0 80 86 228 208 180 140 115 25
7 20 100 135 293 299 279 149 111 30
8 90 170 258 335 388 432 176 117 35
9 160 250 470 390 450 520 228 200 120
10 250 400 600 500 600 600 450 400 200
Bottom roughness (ZOFIELD) in cm.
N d 1 2 3 4 5 6 7 8 9
1 9 9 7 6 6 6 6 6 6
2 9 8 6 5 5 5 5 5 6
3 9 8 5 4 3 3 4 5 6
4 7 6 4 2 1 1 3 5 6
5 6 5 6 3 1 1 3 5 6
6 6 5 4 0.5 0.5 1 3 3 4
7 4 3 2.5 0.5 0.2 1 1 3 4
8 4 3 2 0.5 0.2 0.2 0.5 3 4
9 4 3 1 0.2 0.2 0.2 0.5 3 4
10 4 2 1 0.2 0.2 0.2 0.5 2 3
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Depth-averaged sigma-t (S8IGBOT)

] 1 2 3 4 5 6 7 8 9
1 27.10 27.20 27.30 27.40 27.45 2745 27.3? 27.30 27.25
2 27.20 27.25 27.35 27.50 27,50 27.50 27.40 27,35 27.30
3 27.25 27.30 27.50 27.80 27,65 27.55 27 .45 27,45 27.40
4 27.30 27.50 27.80 27.90 27.80 27.65 27 .50 27,30 27.20
5 27.10 27.70 28.10 28.08 27.95 27.70 27.50 27.30 27.10
6 27.25 27.50 28,20 28,25 27.95 27.70 27,40 27.25 27.00
7 27.40 28.00 28.40 28.35 28.00 27.75 27.50 27.20 27.10
8 27.75 28.40 28,55 23.45 28.25 27.95 27.65 27.45 27.25
9 28.00 28,50 28.60 28.52 28.35 28.10 27.85 27.60 27 .45
10 28.10 28.60 28.65 28.59 22,44 28.20 27.95 27.75 27.90
Sea level potential on boundary (BNDRY) in cm/2sec? x 103

N 1 2 3 4 5 6 7 8 9
1

2 2.36 2.68 2.14 1.46 1.33

3 1.17 2.02

4 1.54 2,06

5 1.98 2,05

6 1.77 2.00

7 1.83 1.91

8 2,24 2.42

9 1.08 0.3 0.0 0.84 1.32

10
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Computer

0001
0002
0003
0004
0005
0006
0007
0008
0009
0010
0011
0012
0013
0014
0015
0016
0017
0018
0019
0020
0021
0022
0023
0024
0025
0026
0027
0028
0029
0030
0031
0032
0033
0034
0035
0036
0037
0038
0039
0040
0041
0042
0043
0044
0045
0046
0047
0048
0049
0050
0051
0052
0053
0054
0055
0056
0057
0058
0059
0060
0061
0062
0063
0064
0065
0066
0067
0068

OO0 OO000

OO0
1

(]
I

o0

10

aAnOn N

Progrem Listing for Physical Model

PROGRAM COEF2
HEW VERSION 9-04-198t

D=BOTTOM TOPOGRAPHY, RHO=DENSITY FIELD, TSK & TSY=sWIND STREESS
F=CORIOLIS PARAMETER, DELTA2uGRID SIZE, DELTA=2.%DELTA2
(Z0,RNU, DFI, EMME, F1)> TO COMPUTE BOITOM STREESS FACTORS

WIND STRESS COEFF ‘S NHOT USED IN THIS &uB,
WIND IS UNIFORM =-=> CURLC..,.)> = 0,

REAL DC10,9), RHOC10,9), GXC(10,95,PDK(10,9)>,PDY(10,9)
REAL GY<10,9), RHOXC10,9>, RHOY(10,9), DXC10,9>, DY(10,9)
REAL G<8,7), AC8,?), B(8,7), €(8,?7)>, GAC10,9),PDC10,9)
REAL PSIX(8,7),PS1Y¥(8,75,20¢10,9) '

EQUIVALENCE <(20¢1,1),GAC1,1))

DATA GX, GY, DX, DY/360%1,0/

DATA G, A, B, C/224x4,/

DATA DFI,ENME,F,F1,DELTA/1,SE-S, .8, .93E-4, ,349066,7200./
DATA GAMIN, GBMIN/2%{,E+20/

SUMMER RNUCD)>=(6,30-ALOG(D>)>/5, WINTER RNUCD)=t,

SINFI = SIHCFI)
COSFI = COSCFID
RHOO0=1, 0268
GHLF=9.81/2.

OPEN (1, FILE ='BOTTOM2,TEXT'>
OPEN (2, FILE ='ZO0FIELD.TEXT’>
OPEN (3, FILE ='SIGBOT.TEXT')
OPEN (6, FILE ='PRINTECR: ‘)

OPEN (7, FILE ='EQCOEF.TEXT ')
OPEN (8, FILE ='GA.TEXT )

OPENC10,FILE="PSID.TEXT ')
READ PRIMARY VYARIABLES

DO 10 I=1,10

READ (1,1000> <DOCI,J), J=1,9)
READ (2,2000> <20CI,Jd>, J=1,9)
READ (3,3000> (RHOCI,J), J=1,9)
CONTINUE

PAUSE ‘STEP1~’

COMPUTE SECONDARY VARIABLES

00 20 I=1,10

Do 19 J=1,9

SUMMER RNU
RNU=¢6,3-AL0GCDC T, J)3)¥/5,
GACT,dd>=(,00414.0028%20C I, J) >#EMNE+EMME*RHU+RNU#DF I /F*F
RHOCI, d¥=1000,+RHOCI, J)
PDCI,d2=9.81%D{1, J2*RHO(T, J)
CONTINUE

WRITE (8,9009) (GACY,d>, J=1,9)
WRITE ¢6,9000> <GR(I,J?, J=1,9)
CONTINUE

CLOSE (8)

COMPUTE SPACE DERIVATIVES
b0 21 1=2,9

DO 21 J=2,8
GX(I,Jd)r=CGACTI+1,J)-GACTI-1,J3)/DELTA
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0069
0070
0071
0072
0673
0074
0079
0076
007?
0078
0079
0080
0081
0082
0083
0084
0085
0086
0087
0088
0089
0090
0091
0092
0093
0094
0095
0096
0097
0093
0099
01060
0101
0102
0103
0104
0105
0106
0107
0108
0109
0110
0111
0112
0113
0114
0115
0116
0117
0118
0119
0120
0121
0122
0123
0124
0125
0126
0127
0128
0129

GYC T, 99=CGACT, J+1)=GACT, 9=1>)/DELTA

DRCT, JIaCOCTIHT, II-DCT~1, UDI/DELTA

DYCT, d2adDCT,J+1)-DC T, d-1))/DELTA

RHOXC¢ 1, J)a(RHOS I+, J)-RHOCT~1,J))/DELTA

PDRCT, IO={PDCI+1,d)-PD(I~1,J))/DELTA

RHOYC 1, JO=(RHOC T, J+1 >-RHOC T, J=1>32/DELTA
t POYCT, dI=CPDCT, J+1)=PDCT, d=1))/DELTA

DELTA2=DELTA/2.

COMPUTE COEFFICIENTS

OO0 n

DO 30 1=2,9

DO 30 J=2,8

G{I-1,J=-1)sGACTI, J)+0SF1

AL L=, J-13=(GYC ], JORSTHFI+GX< T, J)>*COSFI>-DY(1,J)

BCI-t,Jd=10ul{GYCT, JIRCOSFI-GXCT, JI*#STHFTI>+DX(1, J)

CCIl=t,Jd=10=DXCT, II+PDYLT, JI-DYCT, J2kPDKLT, J)

PSIXCI-1,d=12aD¢ 1, JI*GHLF#{(CRHOC T, J)-RHOQI*#DKC T, 42+

#DC 1, JI)*RHOKC T, U))

PSIY(I~1,d=12aD{I, JI+GHLF4{{RRO{ T, J)=-RHOOX*DY( I, 4O+

# DCI, JXRHAYCT , J )
C*
C* CONTROL CQUTPUT
C*

WRITE (%,6000> I,

GAN=G{ I~ ,J=-1ABS(ACI~1,d-1))

IF(GAM~-GAMIN) 31,3%,32
31 GAMIH=GAN
32 GBM=GC(I~-1,J=-1)74BS(B(I-1,d~1))>

IFCGBM-GBMINY 33,33,30
33 GBMIN=GBM
30 WRITE (6,6665) GAM,GEM
6666 FORMAT (2F30.6)
C 30 CONTINUE

SHALL=AMINI(GAMIN, GBMIN>

ORCO=DELTA2/SMRALL

WRITE ¢(6,7000)> ORCO

c- END OF CONTROL OUTPUT

c WRITE COEFFICIENTS

DO 40 1=1,%

WRITEC?7,8000){G<I,J),ACT,d),BC1,4d),CC1,d),d=1,7)
40 WRITECE,50003{G<I,d),ACT,d),B(I,d),C<1,d),d=1,7)

WRITEC10,99005(PSIXKCI, J),PSIV(],d),d=1,7)>

CLQ3SE (7>

CLOSE <10)

STOP 'READY’

1000 FORMAT (9F4.0)

2000 FORMAT (9F3.1)

3000 FORMAT (9F6.2)

4000 FORMAT (9F3.U)

5000 FORMAT (7?(4E15.7/)/)
6000 FORMAT ¢ ‘STEP 1,J', 213>
7000 FORMAT (‘ORCD = ‘,E20.7)
8000 FORMAT (7(4E15.7))

9900 FORMAT(?7{(2E15.7>)

9000 FORMAT (9F8.2>
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18C,80 T=00003 1S ON CR CH USIHG 00018 BLKS R=0000

0001
0002
0003
0004
0005
0006
0007
0008
0009
0010
001t
0012
0013
0014
0015
0016
0017
0018
0019
0020
002t
0022
0023
0024
0025
0026
0027
0028
0029
0030
0031
0032
0033
0034
0035
0036
0037
0038
0039
0040
0041
0042
0043
0044
0043
6046
0047
0048
0049
0050
0051
0052
0053

0054

0055
0056
0057
0058
6059
0060
0061
0062
0063
0064
0065
0066
0067
0068

PROGRAMN SOLUT
bbb st e oo st o e ookl ol o ook slon 3okl o skl sl ol bl kol seolo sk il i Sok dolok e ok okl kol b ok koo ke

c PROGRAN TO SOLVE PDE OF THE FORMNM:

g CI{D2VU/DK2+D2U/DY2)4C2¢(DU/DK >+C3CDU/DY) = C4

g USINHG CENTER DIFFERENCING AND GAUSS-3EIDEL METHOD
g WITH DIRICHLET BOUNDARY CONDITIONS

g ROCT,J) TO A4CT,d) ARE THE ATOMS OF  +Y A3

g THE COMPUTATIONAL MOLECULE }

c A2-- A0 ~-A1

c REF: W.F. AMES 1

g NONLINEAR PDc IN ENGENEERING ;4 +%

g ACAD, FRESS 1965 PP 370-378
g*******************************m*************************************wwh

REAL A0C(B,7).n1¢8,7),A2(8,7),A3(8,7),R4(8,7),

1 HNB(6),5B{6),EB(S),UB(5),FINEWCS,7?),FIOLD(8,7)
REAL G¢(8,7>,A(8,7),B(8,7),€(8,7)

DATA D2/3600./

OPEN(6,FILE ='PRINTER: ‘)

OPEN ¢(1,FILE ='BNDRY.TEXT "
c OPEN ¢(2,FILE =‘FFIELD.TEXT'>

OPEN (3,FILE ='EQCOEF.TEXT')

READ (1,705(SB(I), I=1,6)
READ ¢ 1,70)(NBC(1)Y, 'I=1,6)
READ (1,70 WB(]IY, I=1,5)
READ ¢ 1,70XCEBC(I), I=1,5)
70 FORMAT (6F7.4)
C-
0o 39 1=9%,8
29 READ(3,7000>¢(GCI,d2,ACI,V),8C1,d),C<C,d),d=1,7)
7000 FORMAT (7(4E15.7))
PAUSE °‘READ’

0o 100 I=1,8
DG 100 Jd={,7?
c- SET UP CONPUTATIONAL MOLECULE

AICT,d) = G(I,J) + D2#ACT, J)
A2¢I,d> = G(I,d) - D2+ACI, I
A3CI,d> = GCI,Jd) + D2#BCI, J)
RACT,d) = GCI,d) - D24B(I, J)
AT, YY) = 1./7¢(4,%G(T,d))

C{I,d)=C(1,J>)xD2%D2
100 CONTINUE
999 WRITE (%,50)
WRITE (6,50>
50 FORMAT ¢ ‘PUT OMEGA, EPS, ITERMAX')
READ (#,60> ONEGA, EPS, ITERNMX
60 FORMAT <2¢(F19.8/), 14>
WRITE (6,60) OMEGA, EPS, ITERMX

c- ZERO INTERIOR POINTS

ITER = 0
0o §110 I=1,8
‘DO 110 J=1,7?
110 FINEWC(TI,J) = ¢,
C-~ SET UP DIRICHLET BOUNDARY CONDITIONS
DO 120 I=2,7
FINEWCTI, 1> = SB(I-1)
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0069 12¢ FINEWST,7) = NBCI-1)

0070 D0 130 J=2,6
0071 FINEWCY,d) = WB(J-1D
0ov2 130 FINEWC®,d)> = EBCJ=1)
0073 00 135 I=1,8
0074 D0 135 J={,7

0075 135 FIOLDCT,Jd) = FINEWCI,Jd)
0076 150 CONTINUE

0o7? C- BEGIN ITERATION PROCEDURE
0078 TOTEPS = 0,
0079 ITER = ITER + |

gogc 900 FORMATS 'NUMBER OF ITERATINNR',14, ‘TOTEPS’,E15.7)
0081 DO 140 J=2,6

nog2 0O 140 I=2,7

0083 FIOLDCI,d)> = FINEWCT, D

0084 FINEWCT, dd=¢1,700C1, JINCATICT, JORFIOLDC T4, 0)+A2¢ T, JOAFINEWCI
0085 H=1,Jd)+A3¢ T, JIRFIOLDCT, J+1)+AdC T, JOXFINEWCT, 4= 1)=CCT, 1))

0086 TOTEPS = TOTEPS+ABS(FIHEM(I, dD-FIOLDC1,Jd2)

0087 140 CONTINUE

0088 WRITE <(6,900> ITER, TOTEPS

0089 DO 1001 JJd=1,7

0090 J=8-Jd

0091 WRITE <(6,2000)CFINEWCT,d), I=1,8)

0092 1001 CONTINUE
0093 2000 FORMAT (8E)0.2)

0034 IFCTOTEPS.GE. 1 ,E30) THEN

0095 GO TO 401 ‘

0096 ELSEIFCITER,LT . ITERMX,AND, TOTEPS,.GT.EPS) THEN
0097 G0 TO 150

0098 ELSEIF ¢ITER.GE.,ITERHK ,AND,TOTEPS.GT.EPS) THEN
0099 WRITE (#%,200)> ITERNX

otgo 200 FORMAT(SY, ‘HO SOLUTION AFTER’,14, ‘ITERATIONS /)
010t GO TO 1023

otg2 C STOP
0103 ELSEIF ¢(ITER.LE,ITERHX.AND,.TOTEPS.LE.EPS) THEN
0104 WRITE ¢(*,300> ITER

0105 300 FORMATC 2%, ‘CONVERGENCE AFTER”, 13, "ITERATIONS'//)
0106 C STOP ‘PROVA’

0107 DO 160 Jd=1,7

0108 J=8-JJ

01903 160 WRITECG,4002FINEWCI,J), 1I=1,8)

0110 400 FORMAT (2X,8FG(.2)

0111 ENDIF

0112

0113 401 WRITEC(%,800>

6114 800 FORMAT ¢ ‘CHECK! POSSIBLE ERROR’)

0115 1023 UWRITE (%,500>

0116 500 FORMATC2X, ‘HIT ZERD TO REPEAT,OQONE TO QUIT’)

0117 READ <#*,600) JPAR

0118 6090 FORMAT (115

0119 IF (JPAR.EG.,0)> GO TO 999

0120 DO 170 JJd=1,7

0121 J=8-Jdd

0122 170 WRITE 2,400 FINEWCI, d), I=1,8)

0123 CLOSE <2)

0124 STOP ‘CIACQ’

0001 PROGRAM SPEED

0002 C- COMPUTE VELOCIYY FIELDS ‘

0003 REAL GAC10,9), FI¢(8,7), DC10,9),5(8,7)>,T(2,7>
h004 REAL %¢§,7),Y(8,7),0(8,7)>,Y(8,7)

0095 C- %,Y ARE DERIVATIVES OF POTENTIAL FUNCTION FI
0006 C- S,T ARE DERIVATIVES OF POTENTIAL FUNCTION PSI
0007 C- U,Y ARE THE HORIZONTAL VELOCITIES ¢(TRANSPORT)
0008 DATA DELTA/?7200./,FF1/20.7,F/.93E-4/,T8R/-.34/,T8Y/- .34/
0099 FFI=FF1%3,14159265/180.

0010 SINFI=SIN(FFI)
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0011 RHQO=1, 0268

0012 COSFI=COSSFFI)

0013 DELTA2=DELTA/2,

0014 C-

0015. OPENC1,FILE=‘BOTTOM2 , TEXT ‘)

0016 OPEN(2,F11.E=‘FF1ELD, TEXT ')

0017 OPENC3,FILE="GA, TEXT*)

0o1@ OPEN(4,FILE=‘PSID, TEXT ')

0019 OPEN(?7,FILE= ‘PRINTER) ‘) '

0020 OPENC9,FILE=‘UVFIELD . TEXT ‘, STATUS= ‘NEW ' )
0021 ¢~

0022 00 50 I=t,10

0023 READC1,2000%¢DCI, d), d=1,9)

0024 READCF, 40002¢GACT, ), d=1,9)

0025 50 CONT INUE

0026 00 55 Isi,8

0027 S5 READC4,99005¢SCT, ¥, T¢I, ¥), d=1,7)>
0028 00 60 JI=1,7

0029 J=8-4J

0030 READC2,30002(FIC1,J),1=1,8)

0031 60 CONTINUE

0032 C-

0033 DO 100 I=2,7

0034 DO 100 J=2,6

0035 KT, VI=CFICT+1, WD-FICT-1,J))/DELTA
0026 YCI,d)=CFICT, J41)=-F1¢1, J~1 ))/DELTA
0037 100  CONTINUE

003g DO 200 1=2,7

0039 Y1, 1)=¢FI{1,2)>-FI1<1,1))/DELTAZ

0040 ¥¢1,7)=(F1¢1,7>~-F1<1,6)>)/DELTAZ

00414 DO 200 J=1,7,7 o

0042 %CT, VI=CFICI+1, IO=FICI-1,4))/DELTA
0043 200  CONTINUE

0044 DO 300 J=2,6

0045 RC1, JI=CFIC2, W=FICT, 4))/DELTA2

0046 RCQ, I=(FICR, H-FI¢7, $))/DELTA2

0047 DO 300 I=1,8,8

0043 YT, WI=CFICT, J41)3=FICT, =1 ))/DELTA
0049 300  CONTINUE

0050 C-

0051 DF=1,/F

0052 DO 400 1=1,8

0053 DO 401 J=1,7

0054 FNU=1,-¢6,3~ALOGCDC I+1, J+1 31 )/5,
0055 YOI, dD=DF4COC T4, d+1 2aRCT, $I48CT, O-THK -
0056 HGCT+1, J+1)#CYCT, JIRCOSFI+XCT, JD*SINFI))
0057 UCT, JI=DF#( =D T+1, J41D4YCT, I=TC T, JI+TSY -
0058 BGCT+T, J+1DH(RET, VIRCOSFI-Y( T, JO+SINFI))
0059 uct, 43=0,

0060 401  CONTINUE

0061 UCT, 13=0,

0062 W1, 7.5=0,

0063 400 CONTINUE

n064 C-

0065 WRITE (7,10000¢CKCT, d),d=1,7),I=1,8)
0066 WRITE €?,10003¢CY(L, ), d=1,7),1=1,8)
0067 WRITE (7,10005CCUCT,d),d=1,7),1=1,8)
0068 WRITE €7,10022CCVCT, 90, d=1,7),1=1,8)
0063 WRITE €9, 10002¢CCX(T,d),d=1,7>,1=1,8>
0070 WRITE €9,10035CCYCT,d),d=1,7),1=1,8)
0071 WRITE €9,1003XCUCT, d),d=1,7),1=1,8)
0072 WRITE €9, 1002XCVCT,d),d=1,7),1=1,8)
0073 CLOSE ¢9)

0074 ¢~

0073 1000 FORMAT C(8C7EN1.3/)0/)
0076 2000 FORMAT {(9F4.,0)

0077 3000 FORMAT {(2X,B8F8.2)
0078 4000 FORMAT (9F8.2)

0079 5000 FORMAT {(8F10.2)

0080 9900 FORMAT(7(2E153.7))
0081 STOP ‘FINE’
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0001 PROGRAM SPLIT

0002 C- TO SPLIT VELOCITY IN TWO LAYERS

0003 C-~- H IS THE DEPTH OF THE UPPER LAYER

noud REAL D¢10,9),%(8,7),Y(8,7>,U¢8,7)>,¥%8,?)>
0005 REAL UH¢(8,7),YH(8,7)>,UD<8,7)>,VD(8,?)>
0006 REAL TSX(8,7), TSY<8,?)>, GAC10,9)

0007 DATA UD,VD/112%0./

0008 0ATA H,F,AF/20,, 93E-04,1./

0009 C-

0010 C- WIND STRESS) TSK=TSY= - ,34 M2 SEC2
0011 DATA TSX,TsY/Z1124-0,34/

0o12 DATA EMME/.8/

0012 ALFA = ,707%SARTC(F/AF)

0014 Al = SINH{ALFA*H)

0015 B1 = COSHCALFAXH)

0016 C-

0017 G- SUMMER RHUCD)I=6,30~-ALOGC(D))/S., WINTER RHU(D)=1
0018 C-

0019 OPEN (9,FILE="UVFIELD.TEXT ')

0020 OPENH <1,FILE="BOTTOM2, TEXT')

o0zt OPEN (4,FILE="UVYSPLIT.TEXT', STATUS='NEW'>
ng22 OPEN <6,FILE="'PRINTER: )

0023 OFEN (8,FILE='GA.TEXT >

0024 C-

0025 READ ¢1,10003CD<T,d5,dn1,9),1=1,10)
0026 READ (8,8000) ¢LGACT,d),Jd=1,9),1I=1,102
0027 READ (9,9000) C(CUCT,d),4d=21,7),1=1,8)
0028 READ <9,9000)> ((VCI,d),d=1,7),1=1,8)
ogz9 00 100 I=1,8

0030 00 100 v=1,7

0031 C- SUMMER RNU

0032 RHU=(6.30-ALAGCDC T+, J+12)2/5,

0033 R=GAR(I+1, J+1 )/CEMME*RNU>

0034 D1=DCI+1,Jd+1)>~-H

0025 IFCDI) 99,99,1

0036 1 A=STHHC(ALFA*DC T, J2>

0037 B=COSH(ALFAXD( I, 4O

N03g AZ2=31NH{ALFA*D1 )

0n39 B2=CUSHC(ALFA*D1 )

0040 ART=TEK( T, JO*ALFA%(B#R+A%*A )~F:kBkA

oudt AAZ=TSY( T, JI)*ALFA*(B*B+A%*A)

N042 EBI=TSK(I, JO*ALFA+(E*B~A*A )+F*B*A

0043 BB2Z=TSY(1, J*ALFA*(B*B-A*A)

0044 E2=CAA1+BBY M (AN1+BB 1 3+(AA2+BR2 )] AN2+BB2)D
0045 GI=TSK(I,J)/E2

0046 G2=T3Y(I1,J)/E2

0047 GRO1=GI#R/(2%ALFA*AF )

0048 GRO2=G2+R/{ 2*ALFA+AF )

0049 P1§=R4(AAT1+BE) >*Al*BY ~H*E2

0050 P12=R*{AN2+EB2 )*A2+B1

0051 P21=R*(AA1-BE1 d*A1*BY

0052 P22=R*( AA2~-BB2)*A1*B1

0053 S11=AAT*B2%Bz+BB 1 *A2%A2

0054 S$12=AA2+B2+B2+BB2+A2*A2

0055 521=BBI#B2%B2-AA1 *A2*¥A2

0056 522=BB2*B2*BZ-AA2*AZ*A2

0057 S3t=RAA1*A24B2+BB2*B2*N2

00583 332=AA2%A2*B2+BB2+B2%NH2

0059 S4t=An1*+AZ2+*BZ-BB1xB2%A2

0050 842=AA2*A24Bz-BB2+*B2*A2

0061 551 1=-AA1 *B*B-BB 1 *xA*A

0062 3812=—-AA2*B*B-BB2%A*A

0063 5621=-BB{*B4#B+AA 1 +A*A

0064 S522=-BB2*B*E+AAR2+A*A

0083 S831=(~AA1-BS1 >+AxB

0066 $532=(-AN2-BB2)+A*B

0067 8£41=(-AA1+BE ) )+A*B

0063 $542=(~AA2+BB2)*A*B

0069 C-

0070 UHCT, I=CCYCT, IRP T +XCT, ID4P2 D4 ACT, II*PHI-YC(T, JD#P21 ) )/E2%
0071 # (G1%(S31+S5T1)+G24(8I2+5832))-{G1#{ 54143541 )+G24(842+5542))+
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0072
0073
0074
0078
0076
0077
neve
0nov9
0080
0081

0032
0023
00384
0085
0086
08y
0088
0089
0090
2091

0092
0093
0094
0098
0096
0097
0098
0099

0001
ag02
0003
004
0005
0006
0007
0008
0090°
0010
00114
agt2
0013
0014
0015
0016
0017
cms
0019
oca20
o2t
0p22
0023
0024
0025
0026
Qo027
0028
0029
0030
0031
o332
0033
0034
0035
0036
0037
0038
0039
0040

99

100

10040
9000
8000

r

[A]

Cc-
4000

6666

# GROT*(51145511282148521)-GRO24(S1248512+322+5822)+
# GROIAC(S2145821-811-S81 1 )+GROZ#(S22+5322-512-5512)

VHCT, 90aCCYCT, 0P T24XC T, d#P220+( KT, JD%P12=-Y(], J2#P22))/E2+

# (GIHR(ST2458T2)+G24(S31+8821 )~ G1#(S4243542))+G2%(541+5541))+
# GROI#(S12+48%12+822+45822)+GRO2#(SI1+SS11+821+5521)+
# GROI#(522+45822~512-8512)-GRO2#4(S21+SS21-881-5811>

UDCY, dd=UCT, do- UHCT, 3D

YDCT, d0=V(T,d)~ YHCT, ¥

60 TO 109

UHCT, do=U(T, )

VHCT, dO=V(1, 4

CONTINUE
WRITECH,90002¢(CUHCT, ), d=1,7),1=1,8)
WRITE (4,9000)¢({VHCT,J),d=1,7),1=1,8)
WRITE <4,90003(CUDCT,J),d=1,7),1=1,8)
WRITE <4,9000)<<KY0CT, ), d=1,7),1=1,2)
WRITE <6,9000) (UHCT,d),d=1,7),1=1,82
WRITE {6,90003<VHCTL, J),d=1,7),1=1,2)
WRITE £6,9000)(CUDCT, d),d=1,7),1=1,3)
WRITE £6,98000)<VDCT, M), d=1,7),1=1,8)
CLOSE (4>

STOP ‘READY
FORMAT C9F4.0)
FORMAT (B¢7E11.3/57)
FORMAT (9F@.2)

PROGRAM WELOT

THIS PROGRAM COMPUTES THE YERTICAL VELOCITY BETWEENH TWO LAYERS
DIMENSION UDC2,7),YD(8,7),W(8,7),UDKCR,7>,VDY(2,7>
DIMENSIOR WR(2,75,U¥<(R,7>

DIMENSION UH(8,7),VH(R,7),UHK(,7),VHY(3,7)

DATA DELTA2/3600./

OPEN <(6,FILE="PRINTER )

OPEN <¢4,FILE="UYSPLIT')

READ (44,4000 CUHCT, V), d=1,7),1=1,7)

READ (4,4000)((VYHCT, ), d=1,7),1=1,2)

READ <4,40005CCUDCT,d),d=1,77,1=1,2)

READ <4,40002(<YD(Y,J),d=1,77,1=1,8)

bao 1 I=1,83

DO 1§ \.'=|;8

UHXCT, Jd=CUHC T, M1 O+UHCT, 3D /72,
UDXC T, d)=CUDLT, J+1)4UDCI, J))/2,
po 2 J=1,7

bo 2 I=1,7

VHYC 1, do={ VR (41, JO+VHCT , ) /72,
VOYCT, dd=CYDC T+, JOX4YDCT, d))/2,
po 3 I=1,7

DO 3 J=1,6

WRCT, d=UDKL T+1, JI)-UDK(I, J)

DO 4 I=1,7

DO 4 J=1,6

WY<I, dd=vD¥{I, J+1)>-YDY(1, J)>

(=
L]
w
[
1]

»

WCT, Jo=CUXCT, dO+UY{T, J2)/DELTAZ

FORMAT (8<(7E11.3/7)/>

WRITE (6,66652(W(I,J),4d=1,62,1=4,7)
FORMAT (7(6E12.4/)/>

URITE (66,6664 0({UHK(I,J),d=1,6),1=1,7)>
WRITE €6,66663C(VHY(I, J),d=1,6),1=1,7)
URITE (6,66653{UDX(I, J),d=1,6),1=1,7)
WRITE (6,666480¢C(VDY(I, d),d=1,6)3,1I=1,7)
STOP

END
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BIOLOGICAL MODEL
Introduction

During the workshop an attempt was made to
consider a modelling problem that wae relevant
to the particlpants yet one that was limited
enough to be tractable within the brief time
available, We then proceeded through the staeps
of developing a model, attempting to strike a
balance between these two considerations. Were
a model of similar scope and objectives to be
undertaken as a serious research project, much
of what was done at Ischia could be valid, but
all of the formulations and supporting data
would have to b2 critically reevaluated.

The guiding objective for this model was:
to formulate major processes necessary to
describe the congequences of nutrient discharge
in the Bay of Naples. Additionally, the form
the model could take was constrained by the data
available for evaluating the model, and the spe-
cific characteristics of the ecosystem. The
latter constraint 1is critical. The perception
of certain physical and biological features as
important iu characterizing the system 1limits
the formulations that are chosen and determines
the 1literature that can be relled upon when
local data are not available. In this case, the
Bay of Naples was physically characterized as a
large volume with long residence time and weak
currents. Biologlcally, the Gulf 1is a sy stem
capable of high turnover with a spectrum of dif-
ferent sized organisms within the functional
groups of primary producers and zooplankton. In
some shallow areas the production is dominated
by Posidonia seagrass beds and detrital food
webs.,

Conceptual Diagrams, State Variables,
and Forcing Functions

The decision of how much detail to include
in a model is always difffcult. A model by def-
inition is a simplification, and much of its
utility is due to the fact that it lacks the
bewildering complexity of the 'real world.' Yet
there must also be sufficient detail to give the
model credibility, to make it useful as a tool
in synthesizing a great deal of information, and
to 1include the parameters necessary for a
revealing gsensitivity analysis of the system.

Once the physical dimensions of the Gulf of
Naples model area were defined, we still had to
decide which compartments or state variables
were going to be simulated. While it was gener-
aily agreed that phytoplankton and zooplankton
should be simulated, it was not clear at the
start if the phytoplankton compartment should be
further divided into large and small cells or if
carnivorous and herbivorous zooplankton should
be separated, or if large and small animals
could be 'lumped' together, or if different life
stages would require separate treatment. These
kinds of decisions were made on the basis of the
information that varfous members of the group
had obtained from many years of experience in

studying the Gulf of Naples. After much discus-
sion, the following state variables were chosen
for simulation:

(1) dissolved phosphate

(2) dissolved silica

(3) dissolved ammonium

(4) dissolved nitrate

(5) diatoms

(6) other phytoplankton species
(7) omnivorous zooplankton

(8) carnivorous zooplankton

(9) detritus

(10) sediment

(11) benthic macrophytes

(12) ciliates (microzooplankton)

Note that the model contains two phytoplankton
classes and three zooplankton classes. The
three classes are: filter feeders which feed on
diatoms and detritus; ciliates (microzooplank-
ton) which feed on smaller diatoms, other phyto-
plankton categories, and detritus, but which
have a faster metabolic rate than the filter
feeders; and carnivorous zooplankton, whlich feed
on the two other zooplankton categories.
Together these functional groups open the pussi-~
bilities for a high turnover rate. Higher
trophic levels are not included; they are
treated as a simple sink on the zooplankton
classes.

Sea grasses might be of importance in
Naples Bay and are therefore included at thla

stage. Our formulation includes two state vari-
ables: a carbohydrate pool and a tissue com-
partment. The first is increased by photosyn-

thesis and the input rate is controlled by the
tissue compartment and by temperature and
light. The transfer from the carbohydrate pool
to the tissue is controlled by temperature and
the amount of tissue present. This process 1s
accompanied by uptake of nutrients.

Once the state variables had been sgelected,
decisions were required concerning the forcing
functions (the information that would be input
to the model rather than simulated within the
model). For example, while it might be possible
to simulate the water temperature using solar
radiation and various physical laws and some
empirical coefficients in a thermal energy bud--
get, little would be gained from such a computa-
tion, and some errors would be introduced. It
18 much simpler and more direct to input mea-
sured water temperature data to the model. This
procedure was adopted whenever it was felt that
feedback processes within the system did not
influence the value of a glven parameter, or
that the response of the parameter to changes in
the simulated system were long relative to the
time frame of the simulations.

Forcinngunctions

The primary forcing functions which were
considered are listed below. No distinction was
made between waste water and tributary input of
nutrients, the latter being insignificant for
the Gulf of Naples.
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(1) solar radiation

(2) precipitation (mm of rainfall N, P)

(3) other external sources (NO3~, NH;*, P, Si,
organic matter)

(4) temperature

(5) the physical model (input, output for

boxes)

(6) zooplankton mortality

(7) background transparency, excluding
phytoplankton.

With the state variables and forcing func-
tions identified it was necessary to represent
the various relationships among them in a con~-
ceptual model. Fig. 65 shows a conceptual rep-
resentation of the model, using H.T. ODUM's eco-
logical circuit language.

While this symbolism is at first glance
complicated, it 1is important to note that this
scheme presents not only the state variables and
their interconnections, but also information on
the mechanisms for each of the flows. The model
includes nitrogen, phosporous, and silica,
though separate pathweya are not shown in all
cases.

Another type of diagram for the conceptual
model is shown in Fig. 66. Here the state vari-
ables and interconnections are more simply pre-
sented through the single variable of nitrogen
and uwu further information on ‘mechanisms 1s
included. The processes associated with each
path are numbered for easy reference and are
specified in Table XII.

Based on the conceptual model, as stated
symbolically in diagrams such as these, the next
step was to formulate equations for each of the
processes.

BACKG
TURBIDITY

For each satate variable a differential
equation can be written including the inputs and
outputs. For example, in its simplest form, the
differential equation for ammonium is:

d(NHy)
dt

In both diagrams, the separate flows that
compose the inputs and outputs are shown as
lines entering or leaving a compartment; for
example, from Fig., 66 it 1is seen that {input
includes the processes (1), (27), (28), (29) and
(30), and output 1includes the processes (4),
(5), (7) and (30). For each of the processes an
equation must be defined that quantifies the
process.

= {input ~ output. (1)

Formulation and Coefficient Selection

Formulation is the process of expressing
the fluxes and interactions included 1in the
shrunken conceptual model into specific mathe-
matical equations. Numerous techniques exist,
some of which were summarized in the introduc-
tory lectures, and their use depends on the
objectives, available data, and background of
the scientists. For this case study of the Gulf
of Naples, a mechanistic model based on our con-
ceptualization of the 1mportant factors con-
trolling phytoplankton production was our goal.
Thus we focused in detail on certain compart-
nents, and handled others quite crudely. All of
the selected equations are summarized in Table
XIII (in the appendix to this section). The
following discussion will present some of the
rationale behind these choices. The mathematics
are for the most part simple. The reader may
find it helpful to sketch graphs of some of the
formulations for arbitrary values of the coeffi-
clents in order to better understand their shape
and meaning, for example, equations 5-11 below.

o
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Fig. 65.

NP

OEEP
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The con:eptual model for the biological model.
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TABLE XII (17)
Nitrogen Processes for Fig. 67 (18)
NUBER NAME (19)
(1) Input of ammonia by external sources (20)
(2) Input of nitrate by external sources other
then by precloitaticn (21)
(3) Input of nitrogen by precipitation
(4) Uptake of ammonium by diatoms (22)
(5} Uptake of ammoniwm by other phytoplankton (23)
categories
(%) Uptak2 of ritrate by diatoms (24)
(7) Uptake of ammonium by benthic macrophytes
(8) Uptake of nitrste by other phytoplankton (25)
categories (26)
(9) Uptake of nitrate by other paytoplankton
categories (27)
(10) Grazing of filter feeders on diatoms (28)
(11) Dcfecaticn of filter feeders feeding on (29)
diatoms (30)
(12) oGrazing on othar phytoplankton categories (31)
by filter feeders (32)
(13) Defecation of filter feeders feeding on (33)
other phytoplankton categories (34)
(14) Excretion of ammonium by carnivorous (33)
zooplenkton
(15) Sinking of diatcas (36)
(16) Sinking of other phytoplankton cortegories (37)

|

\

Congumption of detritus by filter feeders
Defecation of filter feeders feeding on
detritus

Mortality of filter feeders

Predation on filter feeders by carnivorous
zooplankton

Defecation of zooplankton feeding on
filter feeders

Mortality of carnivorous zooplankton
Carnivorous =zooplankton predating on
cilicates

Defecation of zooplankton predating on
cllicates

Feeding of ciliates on detrital-N
Defecation of ciliates feeding on
detrital-N

Mineralization of detrital-N
Mineralization of sediment-N

Excretion of ammonium by filter feeders
Nitrification

Excretion of ammonium by ciliates
Mortality of benthic macrophytes

Release of benthic macrophytes to water
Predation on filter feeders by fish
Predation of carnivorous zooplankton by
fish

Predation of ciliatees by fish

Settling of detrital-N

ETER:}L SOQEE;iK:////,/IPRECW
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2
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Fig. 66. Conceptual model using only the state variable of nitrogen. The numbers
on the flow arrows correspond to the processes listed in Table XIT.
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Phytoplankton Formulations

From the diagram, it can be seen that the
phytoplankton biomass changes due to various
processes. For this, as well as the other gtate
variables, we may express this asimply ast

g% = Inputs - Outputs . (2)

In the case of phytoplankton, the only inpu’. 1s
growth., (Advective wuixing from other regions
may Increase or decrease the stock, but this is
independent of the blological fluxes, It 1s
discussed in the physical model, and will not be
dealt with further here.) The losses include
respiration,grazing by filter feeders and cili-
ates, and natural mortality. We may write a
more complete equation (see Table XILI):

-G -M-%aA, (3)
at

Each of these terms must now be specified. The
growth depends on the blomass, P(mg C/f) and the
instantaneous rate of growth, u(day~ly, If we
consider only growth (i.e., net primary produc-
tion), the respiration term is implicit and need
not be specified separately. The growth rate p
is, in turn, affected by light, temperature, and
nutrients. One approach for expregssing multiple
interactions guch as this i{s to propose a maxi-
nun rate under optimal conditions, aud to reduce
this maximum by wunitless fractions based on
less-than-optimum conditions:

¥ = upax (light limitation)(temperature
limitation)(nutrient limitation) 4)

EPPLEY (1972) proposed an equation defir'ag the
maximum daily division rate for a vari ty of
phytoplankton cultures depending on t¢apera-
ture. We chose this expression to formulate the
temperature limitation factor and the maximum
rate. By rewriting the original EPPLEY equation
in exponential form, upax I8 defined as:

Vpax = 0.59 0:0633T (5)

where T is temperature ©C. The unit of uy,y 1s
day‘l. To be more congistent with the idea of a
unitless temperature limitation factor, we way
define the rate relative to the rate at the

naximum temperature in the ecosystem, TMAX
(°C). Thus, for any temperature:
e0.063°T
Temperature limit-tion = —_ (6)
0:063*TMAX

We must select a value for ypay, based eilther on
experimental data for species or populations
from the region, or we may use the prediction of
Eppley's original equation. (In this cace, the
two expressions clearly are identical.)

The temperature formulation includes the
constant 0,063, which may be called PKl, eo that
it may be adjusted to represent the temperature
reaponse of the specles represented by the state
variables Diatoms and Other Phytoplankton.

The mechanism of limitation of growth due
to insufficient nutrients is a topic of active
research. Numerous models of varying complexity
have been proposed to help understand the role
of uptake of dissolved inorganic nutrients into
internal storage pools. For this model, we
chose to consider the effect relatively crudely,
ignoring internal pools and conversions, and
relating growth directly to ambient concentra-
tions. The equation widely used for this is the
hyperbola, called Michaelis-Mentin kinetics in
enzyme studies and the Monod equation in micro-

bial growth (see KREMER and NIXON, 1978 for
other references).
Nutrient limitation = |Nutrient] (7)

PK + {Nutrient)

The constant PK, which is different for differ-
ent species, and variable duc to many factors,
is called the half-gaturation constant. It is
defined as the nutrient concentration at which
growth is half the maximum.

When more than a single nutrient is consid-
ered, the question of how they may interact to
control growth must also be considered. Few
data exist for any phytoplankter that specify
clearly the natcure of this interaction. Most
evidence has been interpreted as supporting the
most-limiting factor hypothesis (Liebig's Law),
and we used this assumption. Based on half-
saturation constants for growth for nitrogen,
phoaphorus, and silicate, three terms are calcu-
lated, each expressing the extent to which one
nutrient would limit growth if it were consid-
ered alone. The smallest of these fractions is
sclected, and it alone 18 used to quantify the
nutrient linitation effect.

Perhaps the most complicated of the terums
in the phytoplankton growth expression 1s the
light 1limitation factor. Again, wnuch recent
rrgearch has focused on wunderstanding this
eftoct, and various scilentists have emphasized
different approaches, from controlled lab stud-
ies of photosynthetic pigment biochemistry to
descriptive studies of natural populations in
situ. Some models have used the hyperbola men-
tioned above for nutrient limitation to express
the light response (in fact, the Posidonia model
does this). However, because 24-hr 13C uptake
experiments in the Gulf of Naples often demon-
strate the phenomenon of surface inhibition, we
chose an equation that allows this response.
Originally proposed by STEELE (1962), the fol-
lowing equatfon has proved remarkably flexible
in describing the photorynthesis-light response
of various ,phytoplani.ton (see discussion in
KR®MER and NIXON, ' ‘8), although recent work
suggests more codp? ‘¢« and flexible equations.
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{ -
L exp (1 = T/Iope). (8)

Ymax  lopt

T 1s the average 1light in the water, and

Iopt is the level for optimum growth. The equa-
tion pasases through the origin (i.e., zero pro-
duction at =zero 1light), and so is not well-
guited for predicting net photosynthesis, or
growth. PFor this reason, a slight modification
was added, allowin, a decrease in biomass below
a critical light level. We assumed that growth
would be zero at a light level of 1% of the
optimum light. The value of the Steele equation
at I/Igpe = 0.01 s 0.027, and by subtracting
this value from the equation, the function pre-
dicts zero growth at the 1X level. However, the
maximum of the function, at I = Y,5¢, £8 also
reduced to 1,0 - 0.027 = 0.973, so the function
must be multiplied by the factor (1.028) to
assure a value of 1.0 at I = I, . While these
modifications are arbitrary, tg; rationale 1is
that the expression is only a means to describe
in a statistical way the functional response of
the phytoplankton. It need not have any inher-
ent meaning or mechanictic interpretation to be
useful in the model.

The modified equation then defines a unit-
less factor from -0.027 to +1.0 which 1is multi-
plied by the other two factors and tpyy to pre-

dict the daily growth rate (or 1loss) of
phytoplankton
light _ _
limitation = I _ (14r) exp(l-r-—L_) (9)
Iopt Iopt

where r = 0.028.

The 1ight level, I, is the average intensity for
the water column, or a layer of the water col-
umn. For example, if the column is divided into

two layers, 0-20m and 20m-bottom, I would be
calculated for each layer, as an average
throughout the depth range.
- -Cz
I 2 I, (1 -e
o-2z _°_____)_ (10)

Cz

vhere 2z 1s the depth range in meters of the
layer, and C 1is the extinction coefficient. The
extinction coefficient, also called the diffu-
sion attenuation coefficlent, expresses the rate
at which 1light 1is reduced with depth in the
water column, according to the familiar exponen-
tial equation:

The coefficient C represents the combined
effects of all dissolved and particulate mate-
rial in the water. The use of a single constant

value for C over a specific depth range impli-
citly assumes a uniform water column. This is
often not the case, a8 can be seen in the analy-
sis of "a vertical 1light profile from the Gulf of
Naples (Fig. 67a). Note that the log-
transformed plot (Fig. 67b) 1s. not a straight
line, as would be the case 1if the extinction
coeffic’ent were constant in the top 30 meters.
Rather, there 1is evidence of a high rate of
absorption in the ranges 0-10m and 20-30m. This
night be indicative of high concentrations of
material in these parts of the water column.
Nevertheless, the linear regression with a value
of C=0.062/m provides a good prediction overall
(r2=0.95). Thus, while the detailed analysis
reveals some complexity, the simplified assump-
tion that C 1is constant within a given layer {is
satisfactory in this case.

The value of C may be taken from fleld
data, such as {n the example above, but to use
the measured valueg directly omits a potentially
important fecedback on phytoplankton growth. As
their biomass increases, the absorption of light
also 1increases reducing the 1light available
deeper in the water. Since our modelling objec-
tive focuses on phytoplankton productivity, it
may be important to include this self shading.
To do this, we need to express the extinction
coefficlent as the sum of component parts:

C = CBL + CKP (P) + CK®M (OM). (12)

Here, the contributions of phytoplankton and
dead organic matter to the extinction coeffi-
cient are sgeparated from a 'baseline' value
(CBL) that includes all other effects, since the
conceptual model includes these as state vari-
ables. Equations for the phytoplankton contri-
bution have been derived from field data, and
have been widely used in plankton productivity
models. In this case, data for the Gulf of
Naples allow the specific relation in this
region to be investigated. A plot of extinction
coefficlent, determined from Secchi disk depths,
and chlorophyll concentrations at the same sta-
tions suggests that the formulaticn of a base-
1line value plus a linear function of chlorophyll
provides a useful prediction (Fig. 68). Were
complete data on dead organic matter also avail-
able, a nultiple regression might provide the
coefficlients necessary to support the complete
fornulation. Finally, since the regression uses
chlorophyll as the indicator of phytoplankton
biomass, and since chlorophyll {s not one of the
state variables, a conversion to carbon or
nitrogen is required before tais equatinn cean be
uged in the model.

This derivation of the formulation for the
extinction coefficient serves as a good example
of the formulation step of modelling. In many
cases, the equations, and even suggested values
for coefficients, are available in the litera-
ture. If data were not available for the spe-
cific ecosystem, then published formulations may
be used. However, if data are available, it may
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The vertical light profile for the Gulf of Naples during GONEP 6.
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Fig. 68. Extinction coefficient values from the
Gulf of Naples plotted against chlorophyll
values. The 1intercept (CBL = 0.14) and the

slope (CKP = 0.028) of equation (12) may be
determined from field data.

be used. However, if data are available, it may
be preferable to incorporate these patterns into
the equations. 1In either case, of course, the
model serves to test the adequacy and usefulness
of the agsumptions underlying the formulations,
whether they are specific to the ecosystem, or a
general pattern observed in other systems.

The remaining terms in the phytoplankton
differential equations are grazing, mortality,
and advective change specified via the physical
model. Mortality {s formulated as a simple
fractional loss from the phytoplankton compart-
ment. While this flux 18 certain to occur, few
data are available, so it was not possible at
this time to select a value for the parameter.

Grazing by herbivores is a process that has
been intensively studied for many years. Numer-
ous complex and simple approaches have been used
to model this process (see discussion in KREMER
and NIXON, 1978). From the point of view of the
phytoplankton formulation, most of these grazing
expressions reduce to a simple loss representing
the total ingestion of the grazers. In our
model, two groups of grazers werc included, so
the equation specifies both independently; and
each rate, in turn, would depend on the detailed
formulations for the zooplankton compartments,

G = Ffflter feeders *+ Fciliates (13)

The above discussion demonstrates how the
conceptual ideas about specific ecological mech-
anisms may be expressed in mathematical form.
Similar rationales were used to propose the for-
mulations in the other ecological compartment:
zooplankton, Posidonia and nutrients (Table
XIV in the Appendix to this section).
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The Computer Program

Because of the time constraints of the
Ischia Workshop, it was not possible to write a
computer program for the entire model. In order
to demonstrate as much of the modelling process
as possible, a partial program was completed
including only the growth rate formulations for

Specification
of Variables

the two phytoplankton groups considered. The
flow chart (Pig. 69) describes the sequence of
operar' vg8 performed in the program, and a com~
plete listing 48 included in the Appradix to the
blological model. The program was written in
FORTRAN, and most statements are standard. In a
few cases, especially input/output operations,
system—dependent syntax was used.

Subroutine INIT

Call INIT }

Loop for Each

Calculate
Extinction
Coefficient
Avg. light for
this layer

~Input parameters
-Correct units
=Time=0 Hrs.

Subroutine PHYTO

Call PHYTO

Update concentrations of
nutrients NHg, NO3, POs;,
SIL (Avoid negative values
if error occurs).

Update phytoplankton
biomass: N,P,Si

\ Print out results if
necessary

Next Grid

For Species group 1
and 2:

Calculate light
limitation factor

Calculate temperature
limitation factor

Calculate nutrient
limitation terms and choose
one most limiting

[

Calculate growth rate,
u for this grid and
time

Write out results if
needed

‘ Return .'

Fig. 69. Flowchart for the Computer Program NAPOLI
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ATA

Computer Facility

A small portable minicomputer system was
available during the workshop. The main com-
puter was an Apple II+ with 48K bytes of core.
The language used for the physical and ecolog-
ical wodels was FORTRAN, and BASIC was used for
oome demonstrations. The system included two 5
1/4" floppy disk drives, so that data and pro-
grams could be stored and modified efficiently.
A quiet thermal printer and a 12 inch black and
vhite TV monitor with graphica capabilities were
uged for output. While larger computers are
faster and can accept much larger programs, it
is noteworthy that even on today's very small
and 1inexpensive computers, useful simulations
are possible.,

The Phytoplankton Program

During the workshop, participants were able
to study the complete program, virtually line-
by-1line. It ie beyond the scope of this report
to discuss the program in such great detail.
However, a few points may prove useful in demon-
strating how the formulations are provided to
the computer.

The SUBROUTINE PHYTO determines the growth
rate based on temperature, light and nutrients.
Two indices are important in interpreting the
FORTRAN statements. S 1indicates the specles
group; when 8S=1, the calculations relate to
diatoms, and $8=2 for the other phytoplankton. G
indicates the grid in the physical structure of
the model, and taken together, S and G can spe-
cify a single state variable in one small region
of the model.

Consider the following lines taken from
Subroutine Phyto:

1. X = AVGLT/IOPT(S)

2. LTFACT = X * EXP(l.~-X)-R(S)

3. PLIM = PO4(G)/(PKP(S) + P04(G))

4. U(S) = UMAX(S)*LTPACT*TPACT*
AMINL(NLIM,PLIM,SILIM)

(These are taken from the complete program list-
ing in the appendix to this section. Note that
gsome lines are not listed here, especially com-—
ment lines which are designated by a "C" in the
first column.) In line 1, X is an intermediate
value, calculated as the average light (AVGLT,
computed earlier in the main program, and passed
to this seub-program) divided by the optimum
light for growth for each species (IOPT(S)). In
1ine 2 the 1light limitation factor, called
LTFACT, 1s calculated using the intermediate
value of X (see Table XIV, eq. I.3). Small
details such as this nake the program run more
quickly, since the division 1is only performed
once, the result stored as X, and then used
twice in the next 1line. In line 2, the EXP
refers to a function supplied within the con-
puter, to exponentiate what is within the paren-

‘the supply (1lines 2-6).

subscript S specifies diatoms or other phyto-
plankton. Line 3 computes the nutrient limita-
tion factor for phosphate (PLIM) from the ambi-
ent concentration in each grid, P04(G), and the
half saturation counstant for each specles,
PKP(S)., Finally, in 1line 4, after all other
calculations for species S are complete, the
growth rate, U(S), is calculated as the product
of four terms (see Table XIII, eq. X.2). The
function AMIN1 is also supplied by the gystem,
and automatically chooses the minimum of the

three nutrient 1limfitation factors {included
within the parentheses (see Table XIII, eq.
Ius)o

After looping through all the growth rate
computations for 8 = 1 and then 2, the two val-
ues of U (i.e., U(l) and U(2)) are passed back
to the main program where nutrient uptake and
the appropriate changes in biomass are com-
puted. Although the growth rates were origi-
nally specified in the unit of day'l, we must
update the standing stocks and concentrations
more frequently. Thus, the rates have been con-
verted to an hourly basis. The variable DT is
the time-step in hours, and all rates are nulti-
plied by this during the numerical integration.
The following statements from the main program
NAPOLI demonstrate this process.

1. NH4(G)=NH4(G)-(U(1)*DIAT(1,G)
+U(2)*OTHERP(1,G)*DT
+ OTHER FLUXES WHEN INCLUDED...

2. IF(NH4(G).GE.0.)GO TO 100
3. NO3(G)=NO3(G) + NH4(G)
4, NH4 ( G)-O .
5. IF(NO3(G) .GE.0)GO TO 100
6. NO3(G)=0.
7. 100  CONTINUE
8. NO3(G)=N03(G) + OTHER FLUXES WHEN

INCLUDED
9. DDIAT=U(1)
10. DOTHER=U(2)
11. DO 250 I=1,3
12. DIAT(I,G)=DIAT(I,G)

+DDIATADIAT(I,G)*DT
13. OTHERP(I,G)=0THERP(I,G)
‘ +DOTHER*QTHERP( I,G)*DT
14. 250 CONTINUE
In line 1, the uptake of ammonia due to

phytoplankton growth is accomplished. First, it
should be emphasized that in a computer language
like FORTRAN, the equals sign does not mean
algebraic identity--clearly the two sides of the
equation in line 1 are not equal. Instead, the
equals sign causes the previous value of the
variable to be replaced by a new value calcu-
lated according to the right side of the equa-
tion. Thus, line 1 updates the value of ammo-
nium concentration in the specific grid defined
by the value of G. Next, the program checks to
assure that excessive uptake has not exceeded
Normally, in that case,
the predicted growth rate should be altered, or
the simulation rerun with a shorter time step.

thesis, 1.e.,-: e(1-X), R(S) 1is the parameter But here, a simple correction allows the program

uged in the light formulation to allow decreases to continue running (lines 4 and 6). The same

in biomass at very low light levels. Again, the process must be repeated for PO4; and Si,
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although all these steps are not shown here. A
FORTRAN 'Do Loop' allows some lines of the pro-
gram to be repeated easily. The loop enclosed
by lines 11 to 14 repeats statements 12 and 13

Appendix to Biological Model
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Fig. 70. Sample simulatfon of the phytoplankton

model written during the Ischia Workshop. While
the main program NAPOLI has provisions for phys-
ical circulation and other ecological compart-
ments, these were not completed during the work-
shop. Thus this result demonstrates the phyto-
plankton compartment only, SUBROUTINE PHYTO.
The model simulates the standing scock of 2 phy-
toplankton groups, perhaps diatoms and flagel-
lates, and the concentrations of P04, Si(OH)j3,
NO3 and NH; (ug-at/2) during a 5 day run. The
model shows the ‘initial increase of diatoms in
respongse to high nutrients. As nutrients become
1imiting, the other phytoplankton group sur-
passes the diatoms, due to lower nutrient
requirements. Note the preferential uptake of
ammonium, followed by the switch to nitrate;
growth of both phytoplankton groups stops when
nitrogen is depleted.
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three times, integrating the growth rates calcu-
lated earlier (lines 9 and 10) for the three

measures of phytoplankton standing stock: N, P
and Si.
Table XIIIX
Input file used by the PROGRAM NAPOLI. This

data file 1s read from the Subroutine INIT to
set the value of the various coefficients in the
Golfo de Napoll ecosystem model. The resulting
gimulation is shown in Fig. 70. A description
for the coefficlents 18 given in the text.

Coefficient Value

T 1

OUTINT 12

NX 1

NY

NZ(26G)

PINTIM,Z(2G) 5. 20, 20.
DIAT N(2S) 0.1 0.1
OTHERP N(2S) .01 .01
N:P,SI(2S) 5. 1.0 10. O.
WMAX(2S) 1.6 2.0

R(2S) 027 .027
TEMP(2G) 26. 13,
TMAX(2S) 26. 26.

PK1(2S) .05 .06

ISFC 200.

I0PT(2S) 50. 50.

CBL(26G) A3 134
N:CHL 476

CKP SLOPE .028

PKN,P,SI(2S) 3. 0.2 2. 0.7 0.1 0
NH4( 2G) 2. 4,

NO3(2G) 4, 8.

PO4(26G) L. 2,

SIL(26) 8. 10.

(25 = 2 phyto species; 2G = 2 vertical grids)



Table XIV

Equations of the preliminary Gulf of Naples blological model. The values
for the parameters are given in the succeeding Table XIV.

1. PHYTOPLANKTON

1. ¥ op-c-uta

dt

where: P = phytoplankton bilomass, mg C/1%
u = instantaneous daily growth rate, per day

2. yu = ppax’(Light Limitation)*(Temperature Limitation)*(Nutrient Limitation)

where: yppay = maximum daily growth rate, per day

3. Light limitation = exp(l = T/Igpe) = ¢ (1 + 1)

Topt

wheret ._ _ I (1-eCz)
I = mean light in the water column, calculated from I = —
z

I; = average visible light at the surface, which may be taken directly
from field measurements or obtained by multiplying an estimate of
total incident solar radiation (Ly/day) by 0.85 to correct for
reflection, and by 0.45 to eliminate long-wave radiation.

C = diffuse attenuation coefficient (or extinction coefficient), per
meter
z = thickness of the water layer, m
Iopt = light intensity at which phytoplankton growth is maximum, Ly/day
r = a correction factor allswing for a negative change in biomass at
very low light levels, I < 0.01 I,

4. Temperature limitation =
PK1.T
e
PK1*Tpax
e

where: PK1 = slope of the growth rate as an exponential function of
temperature, 9Cc~1
T = water temperature, per °C
Tpax ™ Waximum water temperature, °C

[N + NO3) (PO4) [S1(O0H)4)
5. Nutrient limitation = or or
PKN + [NH4z+ NO3]  PKP + [PO4]  PKSi +[S1(OH)4]

where: The lowest of these three values is used
[ ] = concentration of ammonium and nitrate, phosphate, or silicate in
the wates, wpmol/2~l

PKP, PKP, PKSi = half saturation conatant “or each nutrient; the concen-
tration at which growth is reduced to half the maximum

6. G‘Ff'f'?c

where: Fg = ingestion by filter feeding zooplankton, mg C/d
F. = ingestion by ciliates, mg C/d

7. M = m'P

vhere: m = a fractional daily death rate
P = phytoplankton biomass

8. A = advective exchanges according to the physical circulation model
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IT. MACROPHYTES (Posidonia)

2.

3.

d(CHO-C) ' e
= Ppax exp(1-T/Topt) ———— CHNOP - TR
dt opt kpr * Tz
d CH::(:P-C = TR ~ M - kg (CHNOP-C)

TR = 0.022 (CHNOP)

exp( I'T/Topt)
opt

where! CHO-C = standing crop of Posidonia carbohydrate, g ¢/m?
Ppax = the weight specific maximum carbon fixation rate of Posidonia,
g C/g ¢/d

T = bottom water temperature, °C
Topt = the optimum temperature for Posidonia photosynthesis, °C
Y = visible light reaching the bottom, Ly/d
Rpyr = viasible light intensity at which Posidonia photosynthesis 1s
" half the maximum, ly/d
CHNOP = the standing crop of Posidonia tisaue, gdw/m
CHNOP-C = the standing crop of Posidonia tissue carbon, g ¢/m2
TR = the input of carbon from carbohydrate storage, g ¢/m2/d
M = 0.85 (CHNOP-C) on day 270, g C/m2
kq = fractional daily loss to the detrital pool, per day on days

1-270.

IIXI. ZOOPLANKTON

1.

5.

92 _zr-R) -U-D
dc

zooplankton biomass, mg C/%

feeding rate, weight specific per day
respiration rate, weight specific per day
unassimilated food, weight specific per day
mortality, weight specific per day

where:

(= N ]
LI I ]

F = Ppax (Food Limitation)(Temperature Limitation)

where: F = feeding rate
Fpax = maximum feeding rate, mg C/mg C/d
Food Concentration, mg C/%
kg + Food Concentration
and kg = Food Concentration at which feeding is half the maximum

Food Limitation =

Temperature Limitation = exp(l-T/Topt)

opt
R = ry exp(k,T)

where: ro, = respiratory rate at 0°C, mg C/uwg C/d
kp = slope of the curve describing respiration as a function of
water temperature, per ©C
T = water temperature, °C

U = Fex

where:! x = the fraction of ingested food which 1s not assimilated
D= 2Z°'y

where: D = mortality

y = the fraction of zooplankton biomass consumed by larger
predators, per day
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IV.

v.

VI.

DEAD ORGANIC MATTER

1.

2'

6.

M) Ly -x-s+EEA
de

where: OM 18 dissolved and dead particulate organic matter, mg C/%
JuM+U+D/2

wheret J is the input of organic detritus to the water
M = mortality of phytoplankton, mg C/%/d
U = zooplankton feces, mb C/%/d
D = Posidonia detritus, kd(CHNOP), g C/m/d
z = depth, m

X = (X, ekxT)e(aM)

wheret X = the decomposition of organic detritus
X, = the detrital decomposition rate at 0°C
ky = the slope of the detrital decomposition rate as a function of
temperature, per °C

where s = the loss by sinking, mg C/d
sinking rate, m/4
depth, m

=
N®
[ I |

E = inputs from all external sources

A = advective exchanges

SEDIMENT ORGANIC MATTER

ds

1. —=J' -X'
de
wheret S = gtanding crop of sediment organic matter, g ¢/m?
X' = the decomposition of organic detritus on the bottom, g C/m2/d
J' = input of organic detritus to the'bottom, g C/m?/d
2. and J' =M + sez
where: M = the input of Posidonia leaves on day 270, g ¢/n/d
8 = sinking of dead organic matter from the water column, mg C/%/d
2z = depth, m
3. X' = (X', ekxT)s
wheres XO' = normalized decomposition rate of sediment organic matter at 0°C,
per day
ky = slope of the sediment organic matter decomposition rate as a
function of temperature, per °C
NUTRIENTS
1
1. N L Re+x+ X —ap -y o NtEEA
dt z z
where: NH; = concentration of ammonia in water, pmol/t/d
12.6 converts stoichiometrically from mg C/f to ymol NHg;/%
Rz = zooplankton respiration rate mg C/t/d
X = decomposition of M, mg C/%/d
z = depth, m
X' = decomposition of sediment organic matter, g C/w?/d
dP = phytoplankton growth mg C/t/d
a4 = Posidonia growth, d CHNO/dt, g C/m?/d
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N = oxidation of NHg to NO3, calculated by N = exp (kgx°T)
where N, = oxidation rate at 0°C, 1M/1M/d
kox ™ slope of the curve expressing the oxidation rate as a function of
temperature, per °C
T = wuter temperature, °C
E = external inputs, ymol/t/d
A = advective transport, umol/t/d

2. d_g%-N+B:tA—12.6(dP+.‘§.)*
z

wheret N = oxidation of NH4;, uM/t/d
Note: other terms are defined as in Eq. (VI 1).

L
3, 9P% Lo Re+x+ X -ap-Hypsa
dt z z
where: 0.8 converts stoichiometrically from mg C/% to imol PO4/%
other terms are defined as in Eq. (VI 1)
, .
4. d_s‘%*lﬂ-m.e Gl -drg) +E+A
z

where: 16.6 converts stoichiometrically from mg C/f to pmol Si(OH)4/%
dPq = the growth rate of diatoms, mg C/t/d
other terms are defined as -in Eq. (VI 1).

#*NO3 uptake only 1if NH; drops below 0.5 um

. Table XV
Preliminary values- assigned to the various parameters and cocfficients used in the Gulf
of Naples ecosystem model equations as listed in Table XIV

I PHYTOPLANKTON

(2) Vmax ™ 0:3/d for diatoms and for other phytoplankton in summer and winter
(3) r = 0.028, so growth = 0 at 1% I
C = baseline value, n~l = summer winter
) coastal 0.27 0.13
offshore 0.02 0.03

must be corrected for increase due to phytoplankton Chl a (see text)
Eppt = 50% of visible light penetrating the water surface
I light incident on the surface as a forcing function
(4) PKL = 0.05/°C for diatoms
= 0.06/°C for other phytoplankton
Tmax = 26°C for both
T = water temperature as a forcing function

(5) PKN = 1.0 M for diatoms
. 0.5 M for other phytoplankton
PKP = 0.1 M for diatous
= 0,05 M for other phytoplankton
PKSLi = 1.3 yM for diatoms, not considered for other phytoplankton
(6) All terms are simulated
(7) m = unspecified, {.e., no data available

I1  MACROPHYTES (POSIDONIA)

1) Pmax = 0.,022/d (value quite uncertain)
Topt = 20°C
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IIX

v

Vi

= 135 Ly/d

C = gsee eq. I (3)

(2) Rpr

2

(3) Tog:
ZOOPLANKTON

(2) Fonax

kf

Topt

(3) To

Ky

(4) x

(5) y

= total depth

= 200¢C
= 0.016/d (value quite uncertain)

C/mg C/d (filter feeders)
C/mg C/d (ciliates)

mng
ong .
5 mg C/mg C/d (carnivorous zooplankton)

5
0
7
+050 mg C/t (filter feeders)

0.075 mg C/% (ciliates)
a 0.0002 mg C/% (carnivorous zooplankton)

= 26°C summer, all groups
159C winter, all groups

= 0,034 mg C/mg C/d (filter feeders)
= 0,040 mg C/mg C/d (ciliates)
= 0.017 mg C/wg C/d (carnivorous zooplankton)

= 0.10/9C (filter feeders)
= 0.110/°C (ciliates)
= 0.069/°C (carnivorous zooplankton)

0.12 (filter feeders)
= 0.20 (ciliates)
0.10 (carnivorous zooplankton)

= ungpecified, 1.e., no data available

DEAD ORGANIC MATTER

3) %
ky
(4) 0

= 0.5 mg C/mg C/d
= 0.069/°C

= 0.3 m/d

SEDIMENT ORGANIC MATTER

(2) M

(3) X's

NUTRIENTS

(1) No
kox

= 0.85 CHNOP on day 270, g C's>

= 0.02 mg C/mg C/d

= 0.03 yM/uM/d
= 0.069/°C
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Computer Program Listing for Biological Model
PROGRAM NAPOLI

[+ X2 X2 Ko X2

IMPLICIT REAL (I,J,K,L,M,N)

INTEGER G,DAY,HR,DT,OUTINT,UNIT,I,NX,NY,NZ,IX,1Y,1Z,PLOT

COMMON DAY, HR,G,DIAT(3, 18) ,0THERP(3, 18) ,NHU(18),N03(18),
), CKP,CBL(18),1SFC,

,PK1(2),T0PT(2),

1 PO4(18),SIL(18),TEMP(18) , THICK(2
2 UNIT,DT,OUTINT, FINTIM,NX,NY,NZ,
3 AVGLT,U(2) ,UMAX(2),R(2) ,XTMAX(2)
4y PKN(2),PKP(2),PXSI(2)

MAIN PROGRAM FOR TESTING PHYTO COMPARTMENT OF UNESCO MODEL FOR THE
GOLFO DE NAPOLI. J. KREMER ISCHIA, APRIL 1981

ALL VARIABLES ARE REAL UNLESS SPECIFIED OTHERWISE:

CALL A SUBROUTINE TO READ IN COEFFICIENT VALUES AND MAKE
INITIAL COVERSIONS, ETC.

CALL INIT

THE FOLLOWING STEPS ARE PERFORMED FOR EACH GRID, PREPARING
INPUT FOR THE ECOLOGICAL SUBROUTINES, CALLING THOSE SUBROUTINES,
THEN USING THE NEWLY CALCULATED RATES TO INTEGRATE THE CHANGES

IN THE STATE VARIABLES.

CONTINUE
WRITE COLUMN HEADINGS EVERY 4 DAYS:
IF(MOD(HR,96) .EQ. 1)WRITE(UNIT, 2)
FORMAT('DAY HR G S:')
PO 1000 IX=1,NX

DO 900 IY = 1,NY

Gz (IX-1)*NX+IY

ITOP=ISFC

DO 800 1Z=1,NZ

N aA=aaaaaa a0

G=G+NX¥NY*(1Z-1)

C=CBL(G)+CKP*(DIAT(1,G)+OTHERP

Qaad o0 O

REACHING TOP OF THE LAYER.
CZ=C*THICK(1Z)

X = EXP(-CZ)
AVGLT=ITOP*(1.-X)/CZ
ITOP=1TOP*X

CALL PHYTO

CALL FILTER
CALL CILIAT
IF(1Z,EQ.2)CALL BENTHS
CALL INPUTS

NH4(G)=NHU(G) - (U(1)*DIAT(1,G

IF(NH4(G) .GE.0,)GO TO 100
ELSE: _
NO3(G)=NO3(G) + NHU(G)
NHU(G)=0,
IF(NO3(G) .GE.0.)GO TO 100
C ELSE:
N03 (G):O .

O o aooaaaocaaa aaa

G.IS CUMULATIVE INDEX FOR THE GRIDS

COMPUTE EXTINCTION COEFFICIENT, AND AVERAGE LT

1,%)

+ CKDM(DM(G) WHEN DEAD MATTER IS INCLUDED.
FOR TOP LAYER ITOP=ISFC; BELOW, ITOP IS LIGHT

SUBROUTINE WILL RETURN ESTIMATED GROWTH RATE

.+, OTHER SUBROUTINES WILL GO HERE...

COMPUTE UPTAKE OF NUTRIENTS, BEFORE ALLOWING GROWTH, TO
BE SURE DEMAND DOESN'T EXCEED SUPPLY.

) + U(2)®OTHERP(1,G))*DT
+ OTHER FLUXES WHEN INCLUDED...
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WRITE(UNIT,90)

90 FORMAT('N UPTAKE EXCEEDS SUPPLY; CHANGE DT?')
100 CONTINUE .
g NO3(G)=NO3(G) + OTHER FLUXES WHEN INCLUDED,..
POU(G)=POU(G) - (U(1)*DIAT(2,G) + U(2)*OTHERP(2,G))*DT
c + OTHER FLUXES WHEN INCLUDED ...
IF(POY4(G) .GE.0.)GO TO 150
c ELSE: .
POU(G)=0.
WRITE(UNIT, 140)
140 FORMAT('P UPTAKE EXCEEDS SUPPLY; CHANGE DT?')
150 CONTINUE
SIL(G)=SIL(G) - (U(1)*DIAT(3,G) + U(Z)*OTHERP(3,G))*DT
c + OTHER FLUXES WHEN INCLUDED ...
IF(SIL(G) .GE.C.)GO TO 200
C ELSE:
SIL(G)'-'OI
WRITE(UNIT, 190)
190 FORMAT('SI UPTAKE EXCEEDS SUPPLY; CHANGE DT?')
200 CONTINUE :
c
c NOW UPDATE PHYTO BIOMASS BY INTEGRATING CHANGES
c
DDIAT=U(1)
DOTHER=U(2)
g WITH OTHER FLUXES, DDIAT = U(1) - GRAZING - SINKING ...
D0 250 1=1,3
DIAT(I,G) =DIAT(I,G) + DDIAT * DIAT(I,G)*DT
OTHERP(I,G)=OTHERP(I,G) + DOTHER*OTHERP(I,G)*DT
(2:50 CONTINUE
c OUTPUT INTERVAL DEFINED BY OUTINT:
IF(MOD(HR,OUTINT) .GE.DT)GO TO 800
C ELSE:
WRITE(UNIT,700)DAY,HR,G,(DIAT(I,G),I=1,3),
1 NHU(G) ,NO3(G),POU(G) ,SIL(G),
2 (OTHERP(I,G),I=1,3)
700 FORMAT(3I3,' D1',' N',F7.3,' P',F7.3,' SI',F6.3,' A,N',
c 1 ',P,SI',3X,4F7.3/9X," 02',3F9.3)
c NEXT DEPTH LAYER
800 CONTINUE
c
c NEXT GRID IN Y-DIRECTION
goo CONTINUE
c NEXT GRID IN X-DIRECTION
1000  CONTINUE
¢
c PHYSICAL MIXING WILL GO HERE:
c CALL ADVECT
c
c NOW UPDATE TIME AND CHECK FOR END OF RUN...
c
HR=HR+DT
IF(HR.LT.24)GO TO 1
c ELSE:
DAY=DAY+1
HR=0
IF(DAY.LE.FINTIM)GO TO 1
c ELSE:
STOP
END

QOOO

SUBROUTINE INIT
SUBROUTINE FOR INITTALIZING COEFFICIENTS IN UNESCO MODEL FOR THE
GOLFO DE NAPOLIL. J. KREMER ISCHIA, APRIL 1981

ALL VARIABLES ARE REAL UNLESS SPECIFIED OTHERWISE:

IMPLICIT REAL (I,J,X,L,M,N)
INTEGER G,DAY,HR,DT,OQUTINT,UNIT,I,NX,NY,NZ
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N e et Y — e 4

QOO0

100

110
"

[+ Xs X2 Xz EXd (=)

[+ X¢]

X ]

OOOOONON

aq

CHARACTER A,FNAVE¥15,LINE*80
DIMENSION TMAX(2)

COMMON DAY, HR,G,DIAT(3,18), OWHERP(3 18) ,NH4(18),H03(18),
POH(18) SIL(18),TEWP(18) THICK(Z) CKP, CBL(18) ISFC,
UNIT,DT,OUTINT,FINTIM,NX,NY,NZ,

1
2
3 AVGLT U(2) UWAX(2) R(2) XTWAX(2) PK1(2),10PT(2),

PKN(?) PKP(2) PKSI(?)

DEFAULT VALUES ARE READ FKOM FILE. NOTE THAT SOME
INPUT/QUTPUT SYNTAX IS SPECIFIC TO THI: COMPUTER SYSTEM.

WRITE(*,100)

FORWAT('ENTER FILENAME FOR COEFFICIENTS:',$)
READ(*,6)FNAME

0PEN(2,FILE=FNAME)

IEAD IN TIME AND SPACE VARIABLES, AND PROGRAM CONTROL:
DAY=1

HR=1

READ(2, 110)DT,OUTINT,NX,NY,NZ
FORMAT(10X,BN,1T)
FORMAT(10X, BN, 10F7.0)

G=NXNYANZ

READ(2, 111)FINTIM, (THICK(I),I=1,2)
UNIT=1

WRITE(*,5)

FORWAT('OUTPUT TO PRINTER?')
READ(*,6)A

FORHAT(A)

IF(A.EQ.'Y") OPEN (1,FILE='PRINTER:')
IF(A.NE. 'Y') OPEN(Y, FILE='CONSOLE: ')

READ IN ECOLOGICAL COEFFICIENTS:

PHYTOPLANKTON: .
STANDING STOCKS (NITROGEN BIOMASS):
READ(2,111)(DIAT(1,1),I=1,G)
READ(2, 111)(0THERP(1 I) 1=1,G6)

CONVERT BIOMASSES TO P AND ST CONCENTRATIONS (UG-AT/L)
READ(2, 111)DNP, DNST, ONP,OSIN
D0 20 I=1,G

DIAT(2, 1)=DIAT(1,1)/DNP

DIAT(3,1)=DIAT(1,1)/DNSI

OTHERP(2, 1)=OTHERP(1 , 1) /ONP

OTHERP(3, 1)=OTHERP(1,I)*0SIN

CONTINUE

GROWTH RATES & LIGHT LIMITATION PARAMETER:
READ(2, 111) (UMAX(T),1=1,2)
READ(2,111)(R(I),I=1,2)
R IS VALUE OF STEELE'S LIGHT-LIMITATION EQUATION AT
14 OF IOPT; BELOW THIS WILL GIVE A NEGATIVE RATE,
SIMULATING NET LOSS (RESPIRATION > PRODUCTION). BELOW
UMAX TS ADJUSTED FOR THE VALUE OF R, AND SCALED FOR DT.

TEMPERATURE:
READ(2, 111)(TEMP(1),1=1,G)
READ(2, 111) (TMAX(I),I=1,2)
READ(2, 111)(PX1(T1),I=1, 2)

CONVERT GROWTH RATE TO "PER-HOUR, CALC GROWTH AT TMAX:"
D0 10 I=1,2
UMAX(I\_UMAX(I)*(1 +R(1))*DT/2H,
XTMAX(T)=EXP(PK1(1)*TMAX(I))
CONTINUE

LIGHT & CHLOROPHYLL PARAMETERS:
READ(2,111)ISFC -
READ(2,111)(10PT(1),1=1,2)
READ(2, 111)(CBL(T), I=1 G)
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READ(2, 111)NCHL
READ(2,111)CKP :

c NCHL = UGAT-N / UG CHL A , TO CONVERT CKP TO CORRECT UNITS
CKP = CKP * NCHL

c NUTRIENT KINETIC PARAMETER & AMBIENT CONCENTRATIONS:
READ(2,111)(PKN(I) ,PKP(T) ,PXSI(I),1=1,2)
READ(2, 111) (NHY(I),1=1,0)

READ(2, 111)(N03(1),1=1,G)
READ(2,111)(POU(1),1=1,G)
READ(2, 111)(SIL(1),I=1,G)

200 CLOSE(2)
RETURN

END

[+ X2 KvKe] (2]

ALL

SUBROUTINE PHYTO

SUBROUTINE FOR PHYTOPLANKTON COMPARTMENT IN UNESCO MODEL FOR THE
GOLFO DE MAPULI. J. KREMER TISCHIA, APRIL 1981

VARIABLES ARE REAL UNLESS SPECIFIED OTHERWISE:

IMPLICIT REAL (I,J,K,L,M,N)
INTEGER G,DAY,HR,DT,OUTINT,UNIT,S,NX,NY,NZ

1
2
3
y

QAOOO0 QOO0

OO0

QO OO0

10

100

COMMON DAY, HR,G,DIAT(3,18) zO’I‘HERP(3, 18) ,NH4(18),N03(18),

PO4(18),SIL(18),TEMP(18) , THICK(2) ,CKP,CBL(18) , SFC,
UNIT,DT,OUTINT, FINTIM, NX,NY,NZ,

AVGLT,U(2) ,UMAX(2) ,R(2) ,XTMAX(2) ,PK1(2) , TOPT(2),
PKN(2) ,PKP(2) ,PKSI(2)

THE FOLLOWING STEPS ARE EXECUTED FOR THE GRID G EACH T7e THIS
SUBROUTINE IS CALLED FROM THE “AIN PROGRAM.

FOR EACH OF THE 2 PHYTOPLANKTON GROUPS, St
DO 100 S=1,2

LIMITATION ON GROWTH, DUE TO LIGHT -~ STEELE-L EQUATION
MODIFIED TO INCLUDE LOW-LIGHT RESPIRATION.

(X IS USED AS A TEMPORARY VARIABLE, CHANGING MEANING..)
X=AVGLT/IOPT(S)
LTFACT=X®*EXP(1.-X) - R(S)

TEMPERATURE FACTOR, ASSUMING 1.0 AT SPECIFIED fMAX. FACTOR
XTMAX HAS BEEN CALCULATED TO HAVE THIS RESJLT.
X=EXP(PK1(S)*TEMP(G))

TFACT=X/XTMAX(S)

NUTRIENT FACTOR, WILL BE THE MOST LIMITING OF 3 TERM3.
X=NHU(G) + NO3(G)

NLIM=X/(PXN(3)+X)

PLIM=PO4(G)/(PKP(S)+POU(G))
SILIM=SIL(G)/(PKSI(S)+SIL(G))

GROWTH RATE ESTIMATE FOR THESE CONDITIONS IS:
U(S)=UMAX(S) * LTFACT * TFACT * AMINT(NLIM,PLIM,SILIM}

WRITE OUT RESULTS PERIODICALLY BASED ON OUTINT:
IF(MOD(HR, OUTINT) .GE.DT)
WRITE(UNIT, 10)FAY, HR,G,S,U(S) ,LTFACT, TFACT, NLIM, PLIM, SILIM
AVGLT
FORMAT(4I3,' U',F7.3,' L',FT.3,' T',F7.3,' N,P,SI',3F7.3,
' AVL',F5.1)

CONTINUE

RETURN

END
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OTHER MEDITERRANEAN ECOSYSTEMS
INTRODUCTION

Participants conducting research in other
Mediterranean ecosystems were invited to summar-
ize the modelling efforts in their rcspective
countries, This provided a mechanism to discuss
a brosd spectrum of problems associated with the
application of conventional data sets and their
analyses to the development of ecosystem
models. It also stimulated specific comparisons
to the Gulf of Naples situation as encountered
in the modelling exercises.

No uniform criteria were set for the con-
tent of the following summaries, and therefore
they should not be regarded as complete in each
case, nor comparable between cases.

PHYTOPLANKTON ECATORY STUDIES IN SARONIKOS GULP
AND ELEFSIS BAY

Introduction

Saronikos Gulf 1s an extension of the
Aegean Sea between the Attikis Peninsula and the
northwestern Peloponessus. At the north end of
the Gulf lies Elefsis Bay, a semi-enclosed shal-
low embayment connected to the Gulf east and
west via narrow and shoal channels. The upper
part of Saronikos Gulf and the eastern part of
Elefsis Bay are influenced by  domestic waste
discharges and industrial effluents so that the
conditions in these areas (eutrophic system) are
so different from those found 1in the lower
Saronikos Gulf (oligotrophic system) that they
must be considered separately.

Existing Data

Information on phytoplarkton ecology of
this area has come from numerous expeditions
performed since 1966. Fig. 71 shows the area

and the location of stations, and Tables XVI and
period
parameters

frequency of
their

covered,
measured and

XVIl the
collections,
annual range.

L

Fig. 71. Saronikos Gulf with sampling stations.

Stages of Modeling

All data were analyzed statistically and
provided the following information:

a. annual cycle of phytoplankton and
zooplankton

b. specles composition, succession and
diveraity of phytoplankton and zooplankton

¢. vertical distribution of phytoplankton

d. phytoplankton-zooplankton relationships

e, phytoplankton spatial distribution

f. annual and spatial distribution of
nutrients.

The results showed significant wvariations
of chemical and biological parameters between
areas. The upper Saronikos Gulf and the eastern
part of Elefsis Bay were influenced by the sew-
age outfall and had higher concentrations of
phosphate, nitrate, ammonia, organic nitrogen
and organic phosphorus (STATHOULOPOULOU and
IGNATIADES, 1981; IGNATIADES, 1in prep.), in
relation to lower Saronikos Gulf (IGNATIADES and
BECACOS-KONTOS, 1969; IGNATIADES et al., 1981).
A well-defined annual phytoplankton cycle with
maxima in spring and autumn was recorded in
lower Saronikos Gulf  (IGNATIADES, 1969;
IGNATYADES et al., 1920), 1In the upper Saroni-
kos Gulf and Elefsis Bay the eutrophication con-
ditions affected the periodicity of phytoplank-
ton conditions (irregular pattern of blooms),
the species composition, succession and diver-
sity (TETT and IGNATIADES, 1976; IGNATIADES and
MIMIKOS, 1976; 1977). Studies on the spatial
distribution of phytoplankton along a horizontal
nutrient gradient between the upper and lower
Saronikos Gulf (IGNATIADES, 1981) showed remark-
able heterogeneity of algal populations which
gave rise to coefficients of varlations up to
120% for observations of cell counts and chloro-
phyll concentrations between stations 12 km
apart. In Elefsis Bay (semi-closed environ-
ment), a remarkable heterogeneity in plankton
composition between stations was recorded and
gave rise to coefficlents of variation up to 50%
in specles diversity and up co 120% in
diatom/flagellate ratio (IGNATIADES, 1982).

The study of the vertical distribution of
phytoplankton in Elefsis Bay (IGNATIADES, 1979)
showed that eignificant variations in the verti-
cal profile between taxa existed at certain
periods. During the mixing period marked depth
variations appeared occasionally in the concen-
trations of coccolithophores and flagellates,
whereas diatoms in general were uniformly dis-
tributed throughout the water column. These
differences in the vertical profile between taxa
vere mainly attributed to the motility of cocco-
lithophores and flagellates versus the non-
motility of diatoms. During the period of
strong stratification of the water colummn, all
taxa were accumulated in the upper 10 m, and
this behavior was attributed to certain physical
parameters (light penetration, water density)
which favored the accumulation of all taxa in
the upper layers.
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Table XVI

Information on physical, chemical and biological parameters measured

in S8aronikos Gulf and Rlefsis Bay, during the period 1965-1930.

Station

81,82 Ey - B4

By,P

8, - 83

81 ~ 89

Year

19658

1972b 1975-1976¢

1977-1978d

1979¢

1980¢,f

Period

Monthly
Sampling

Autumn
Sampling

Monthly
Sampling

Monthly
Sampling

Monthly
Sampling

Monthly
Sampling

Parameters
T 9C

S ppt

02

Secchi
Chlor.
Phytopl.
Zoopl.
P-P0;
N-NO2
K=NO3
N-NHj
§1-5102
Org. N
Org. P
Petroleum
hydrocarbons

+++ + + ++

+ «

+ ++++

+ + +

+

+ +

+ ++4+++

++F++++ S+ F

+++++++ A+ A+

References:

a8 IGNTIADES (1969), IGNATIADES and BECACOS-KONTOS (1969)
b TETT and IGNATIADES (1976)

C IGNATIADES and MIMIKOS (1976 and 1977), IGNATIADES (1979 and 1982)

d MORAITOU-APOSTOLOPOULOU (1976) and MORAITOU-APOSTOLOPOULOU and IGNATIADES (1980)

€ IGNATIADES (1981) and STATHOULOPOULOU and IGNATIADES (1981)

f IGNATIADES et al. (1980)

Table XVII

Annual range of hydrographic parameters at surface

waters of Saronikos Gulf and Elefsis Bay.

Saronikos Gulf

Elefsis Bay

Parameter Upper Lower

Teﬂpo (OC) 13.3-27.2 13.2-26.7 11,0-25.8
Sal. (S ppt) 37.24-38.60 37.56-38.94 34,.,12-38.51
0xyg. (m1/1) 1.91-6.05 3.02-7.33 1.00-5.88
Ext. coeff. (n~1) 0.48-0,11 0.15-0.05 0.68-0.19
Chlor. a (ng/u3) 0.65-12.32 0.11-0.81 -
Phytopl. (cells/1) 3x105-3x107 7x103-1x106 6x103-4x106
Zoopl. (ind./1) 4%102-3x103 - -
P-POy (ug-at/1) 0.04-6.00 0.02-0.50 0.50-2,72
N-N03 (“g"at/l) 0520'4.50 0.10-1 060 0-58-6050
N-NOj (ug-at/1) 0.02-1.80 0.00-0.53 0.05-1.58
N-NH3 (ug-at/1) 0.45-17.40 0.21-2.74 -
31-5102 (ug-at/l) 30""1209 301-14 0 3-6"10-9
org. N (ug-at/1) 2.84-54.16 7.31-37.30 -

org. P (ug-at/1) 0.19-9.13 0.23-3.82 -
Petr. hydr. (mg/1) - - 14.9-21.85
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The study of the phytoplankton-zooplankton

relationships (MORAITOU-APOSTOLOPOULOU and
IGNATIADES, 1980) revealed that quantitative
relationships among these populations were

influenced by the trophic level of the environ-
ment and their stocks were significantly corre-
lated ouly in non-polluted conditions. The
quantitative relationship between the principal
grazers in the zooplankton population (Acartia
clausi, Oithona nana) and the phytoplankton
dominant specles Exuviaella baltica, upon which
these specles were believed to graze, was
tested, but the correlation coefficient proved
to be non-significant, indicating that these
grazers did not feed exclusively on the dominant
flagellate.

EVENT-ORIENTED APPROACH TO THE ECOLOGICAL

MODELLING OF LAKE KINNERET

Introduction

Lake Kinneret belongs to the group of the
best investigated water bodies in the world,
The sclientific team under aegis of Kinneret
Limnological Laboratory has been studying the
lake since 1968. The 1list of publications
(1969-1981) related to geological, physical, and
ecological conditions in the lake contains about
150 {tems, including a monography (SERRUYA,
1978). The existing body of data about differ-
ent aspects of Lake Kinneret ecology and the
level of understanding of the main processes of
ecological significance makes this lake an ideal
object for modelling (BERGSTEIN et al., 1978,
BERMAN et al., 1978; BERMAN and GERBER, 1980;
CAVARI and HADAS, 1979; DUBINSKY and BERMAN,
1981; GOPHEN, 1981; POLLINGHER, 1981; C. SERRUYA
er al., 1978, 1979, 1980; WYNNE, 198l1). The
efforts of modelling some processes in the lake
go back to the year 1975 (VOLOHONSKY and
SERRUYA, 1975). The models of hydromechanical
processes in the lake (currents and seiches)
have been recently developed by Serruya (arti-
cles in preparation). We realized rather
quickly that conventional physical models of
thermal stratification, though valid withia the
framework of their own, do not fit to be a basis
for ecological models because of too small time
and space scales used in the former. This was
one of the reasons we turned to discrete repre-
sentation of formation and maintenance of water
biotopes. This approach resulted in ‘event ori-
ented' model WBIOTOP (VOLOHONSKY et al., 1980).
The intensive discussions among the authors con-
cerning the principles of discrete modelling led
us to formulation of what we call ‘event ori-
ented approach.' The basic principle of such
approach is that the time scale (or time scales)
should not be granted, but elaborated by the
model as functions of its state parameters, Just
in the same way as its space scales. The 'time'
of such a model is a series of discrete events,
and the duration of each event in units of natu-
ral time appears as one of the parameters of
'event.' This principle, initially used in
WBIOTOP, has been expanded on the general eco-
logical model (GEMLK) and led to certain modifi-
cations of its state-and-processing framework as
compared with conventional models.

Time and Space Scales

Each event is defined as change of param-
eters of a certain set of ecological entities
within time and space and both treated as param-
eters as well, In this sense event as such
physically is ‘'dimensionless.' The physical
dimensions are implied by the form of process
equations. The only. dimension is a formal
one--the consecutive number of the event. The
events are hierarchicalit the events. of higher
levels are built up by the events of lower
levelg; and these, 1in turn, by elementary
events, occurring within the lowest time and
space scales, The time and space scales used in
GEMLK are represented in Table XVIII. Here
elementary events occur within TSTEP3 (those of
discrete character e.g., cell division) or within
TSTEP4 (of continuous character, e.g. algal
nutrition) and within SSCALE2 ('patches'). The
biological entities appear in the model as a set
of ' gubpopulations, treated as ! pseudo-
individuals' meaning that elementary events
occur with the subpopulation as total. The
'pseudo-individual' appears in the model as a
set of parameters of an individual organism plus
the parameter of ‘'representativity,' a number of
organisms represented by this individual in the
population.

Physical and Biological Submodels

~ General conceptual structure of GEMLK is
drawn in Fig. 72. The physical submodel 1is
virtually independent on the output of GEMLK.
The TSTEP1 is elaborated from observed wind pat-
tern (Figs. 73 and 74). SELWD-program trans-
forms hourly wind speeds into a set of STORM and
STILL events. Each event here has three param-

eters of physical significance: S-time of
start, D-duration in hours, W-averaged wind
speed. Duration time is equivalent to the basic

step TSTEPl. We had a set of hourly measured
wind speed values for an 8 to 9 year period.
This gave a good basis for elaborating three
typical wind regimes for each month: (a) when
the number of storms is 1low; (b) when it is
high; (c) when it is about the mean value (rig.’
74). This output is used as a source of data
for WBIOTOP model (VOLOHONSKY et al., 1980),
which elaborates SSCALElL (volumes of water bio-
topes for each STORM or STILL event and volumes
of water transferred from and to these biotopes
on each step). The rest of the physical sub-
model divides TSTEPl1 into a set of steps of
lower level (TSTEP2) according to the sign of
heat input resulting in a set of 'events' called
DAY STORMS, NIGHT STILLS, etc., and this output
is used in the biological submodel.

The further subdivision of the space scale
is performed by PATCH subroutine. It uses the
wind speed at a certain time step (of the physi-
cal submodel) and the numbers of 'individuals'
Np in the 1list (of the biological submodel) in
order to calculate the number of elementary
“patches” in each of the water biotopes by means
of a function:

- 119 -



Table XVIII

Time and space scales used in GEMLK

Scales Source Order of Magnitude

Time:

YSTRP granted 1 year

MSTEP granted 1 month

TSTEPL SELWD 4 hours -~ days

TSTEP2 PHYS. SUBMODEL £ 1 = 14 hours

TSTEP3 BIOL. SURMODEL £ 1 - TSTEP2

TSTEPQ BIOL. SURMODEL £ TSTEP2

Spacey

VOLUME granted volume of the
lake (km3)

SSCALE1 WBIOTOP volume of water
biotopes

SSCALE2 PHYSICAL AND BIO-~

LOGICAL SUBRMODELS £ SSCALEL

OBSBERVED REGIME

WIND MEASUREMENTS je— — — — — — — .|

SELWD

S,D,W

STORMS STILLS

W

RECONSTRUCTION OF
TYPICAL REGIMES

|
l
I
|
|
STATISTICAL ANALYSIS :
|
|
|
|

TSTEP1, S, Do W | — — o e =

|—» To WBIOTOP

Fig. 74. Formation of TSTEP 1
»|  DATA
WIND DATA RADIATION DATA
NEW
STEP 1
TSTEPL HEAT INPUT
PHYSICAL STEP 1 BIOLOGICAL
] >
SURMODEL NUMBER SURMODEL WBIOTOP SIGN OF HEAT INPUT
VOLUMES OF BIOTOPES
CHANGE
TIME AND SPACE SCALES OF STATE MIXING PARAMETERS
TSTEP 1
TSTEP 2
EVENTS IN BIOLOGICAL SUBMODEL SSCALE1
Fig. 72. Conceptual structure of GEMLK Fig. 73. Physical submodel
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E (W)

P (W, Nj) + 8°A (Np) 1)

vwhere
P is a number of elementary patches,
A (Np) 1is an integer greater than one (as
Np increases so does A),
E (W) 18 an integer greater than one (as
W increase E decreases), and
S is an arbitrary integer defining the
scale of resolution.
The volume of each elementary patch is then

Vo = Vp/P where Vg is tha volume of
a blotope (2)

Some of these elementary patches are treated as
equivalent according to polynomial distributiont

1=k
B/S = 3, My, (3
i=1

where
the My are coefficients of a polynomial

expansion of AE;

k is the number of terms of the
polynome; and

Mj represents number of equivalent
patches which are jointed to form a
‘working' patch Py with a volume:

PHYSICAL SUBMODEL
(WIND SPEED, SSCALEl)

W o vgeMy, (4)
and number of working patches is then
M¥ = koS . (5)

The individuals of the list are distributed into
My wvorking patches by a randomizing subrou-
tine, and if the 1list of individuals is long
enough, the dietributions of densities of organ-
isms per unit of volume should have approxi-
mately normal character. (If the information
about conditions of coexistence of different
species 1s available, it should be reflected in
the rules of distribution.) Each patch is as-
sumed to exist during TSTEPL. The formation of
the patches is shown schematically in Fig. 75.

The next step of biological submodel (Fig.
76) treats the patches after they have been
formed and consists of the events within each
patch, such as mixing within a biotope, and of
the events associated with mixing of water bio-
topes. The active and passive movements of
individuals are considered as well.

Elementary Events

The subroutine describing the events within
a patch form the very heart of the biological

BIOLOGICAL SUBRMODEL

[

LIST OF INDIVIDUALS

ITS LENGTH

NUMBER OF PATCHES

i
SSCALE2

)

DISTRIBUTION OF INDIVIDUALS

y

WORK OF BIOLOGICAL SUBMODEL IN EACH OF PATCHES,
(TSTEPl, TSTEP2, SSCALEl, SSCALE2

Figc 75.

Formation of SSCALE2 (PATCHES)
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submodel. Here the lowest time scales (TSTEP3

and TSTEP4) are elaborated as functions of the
state of the system and intrinsic properties of
the species (Fig. 77). All available inforua-
tion about the biology of the species should be
used 1in ‘order to describe the behavior of the
individusl as realistically as possible (Fig.
78). Since the time scales are short enough,
the process equations are significantly reduced
to nearly verbal level (e.g.,, the cell has
divided or has not divided), The calculations
as such are then clear and simple, but the mate-
rial balance should be strictly held. Then the
calibration procedure will consist of the
rejecting of sets of conditions resulting in
unrealistic parameters of an individual (weight,
chemical composition, etc.). The parameters of
individuals used in the model and examples of
procesges assoclated .with the variations of
these parameters are in Table XIX.

The Model Output

The model output may be obtained as a set
of states on any prescribed level of resolution
and/or as sets of dynamic parameters related to
the transition from event to event on any hier-
archical level as well. An interesting point is
that we can model the process of sampling, that
is, include the investigator into the very body
of the model. Then the results of 'measure-

Problem of Causality

The elementary processes in this model are
purely deterministic. Most of them are treated
as discrete events, and even those of physically
continuous character may be reduced to the same
form of output because of their local nature.
The stochasticy is introduced, not on the level
of process equations, but on a higher level
where the patches are formed., Then the display
of outputs may be treated as a set of more or
less probable scenaria of the behavior of the
system with the same set of coefficlents of pro-
cess equations. The 'present' state of the
model in such a context may be conceptualized as
a superposition of consequent ‘'scenaria' that
occurred in the ‘'past,' and as such it gives a
more realistic ineight iato the problem of the
system's stability and the prognosis for the
future.

Stage of Development

The physical submodel of GEMLK is practi-
cally fiuished. The PATCH subroutine in its
simplest version 1s now operating as well (the
problem of coexistznce has not yet been consid-
ered). The PERIDINIUM-DETRITUS submodel has
been computerized and jointed with the PATCH
submodel. Our next step 1is to join the full
scale physical submodel with the developed part
of the biological submodel. The ZOOPLANKTON-~

ments' and the objective model output may be DETRITUS gubmodel has been conceptually
compared. developed.
Table XIX

Parameters of pseudoindividual

Parameter Group Examples Assoclated processes
(examples)

1 Water biotope address epilimnion sinking

2 Patch address patch 7

3 Community .identity phytoplankton, death

zooplankton, etc.
4 Species identity Peridinium cintum
5 Stage identity egg, nauplius, moulting
adult

6 Sex identity d, ¥, no sex maturing

7 Generation identity 1, 2, 3, ... cell division

8 Birthday tine 1981; 03; 28 excystation

9 Age time 75 hours aging

10 Representativity formal 106 organisms effect of grazing

11 Carbon chemical 7.14 x 1078 g/cell nutrition
composition

12 Nitrogen chemical 5.20 x 109 g/cell dissimilation
composition

13 Phosphorus chemical 3.10 x 10-10 g/cell division etc.
composition .

14 Surface shape 5.01 x 10-4 cm?/cell nutrition

15 Weight shape 1.02 x 1076 cm2/cell  dissimilation
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INDIVIDUAL CHANGES |e PARAMETERS OF MEDIUM
A BIOTOPE (SSCALEL) INDIVIDUALS
NDI CHAN
Z PA¥égU?§SCALEg§S CHOICE OF SET
OF PROCESSES

FORMATION OF PATCHES
(TSTEP1, SSCALEL) | INTERNAL EVENTS

LIST OF
INDIVIDUALS

EVEETS WITHIN EACH PATCH VITAL EVENTS
(TSTEP1l, TSTEP2,
SSCALLY, TSCALE2

) FORMATION OF A
MIXING WITHIN A NEW INDIVIDUAL
BIOTOPE (TSTEPL) <

INTERACTIONS WITH le
MIXING OF WATER BIOTOPES e OTHER INDIVIDUALS
(TSTEPL)

3 - Fig. 78. Events with an individual
GO TO NEXT TSTEP1

Fig. 76. TSTEPl of biological submodel

TSTEP1
TSTEP2 > LIST OF INDIVIDUALS

SSCALEL
SSCALE2

PARAMETERS OF INDIVIDUAL

—»| CHOICE OF
INDIVIDUVAL
b PARAMETERS OF

THE MEDIUM

INTERNAL EVENTS
TSTEP3

INTERACTIONS WITH <
MEDIUM (TSTEP4)

INTERACTIONS BETWEEN
INDIVIDUALS (TSTEP4)

l—] GO TO NEXT INDIVIDUAL

-Fig. 77. Events within each patch.

1 : - 123 -



GENERAL REVIEW OF THE ECOLOGICAL CONDITIONS OF
ABU QIR BAY, EGYPT

Introduction

Abu Qir Bay is of great scientific and eco-
nomic importance. Until recently, Abu Qir Bay
supported one of the most important marine fish-
eries’ in Egypt. For many years, the fish catch
obtained from the bay amounted to about 10% of
the total marine fish catch in Bgypt. This was
before the construction of the High Dam at
Aswan, when huge amounts of Nile water drained
into the sea through the Rosetta Nile branch.
This water with the suspended matter of the Nile
vaters enriched the bay with large amounts of
nutrient salts and growth promoting substances.
Consequently, the production of phytoplankton
and zooplankton was exceedingly high, and the
bay was considered among the wmost fertile
regions along the Egyptian Mediterranean coast,
Furthermore, the area of the Bay provided a good
environment for the breeding of many commer-
cially important fishes as well as for the sub-
sequent development of fish fry.

The bay, because of its physical btound-
aries, presents an excellent model area for
studying various problems, such as: air-sea
interaction, water circulation inside a semi-
enclosed bay, water exchange with coastal lakes
freely connected to the sea, and many other
coastal oceanographic problems. Because of
present major technological and 1industrial
developments 1in the Alexandria region, particu-
larly around Abu Qir Bay, and the effects caused
by the Aswan High Dam, the bay has been écologi-
cally affected to a great extent. For these
reasons, Abu Qir Bay has been the site of rela-
tively intense oceanographic investigations dur-
ing the last decades. As a result, a fairly
good data base 1is .now avallable on the bay
environment, a fact which encourages the selec-
tion of Abu Qir Bay as a pilot study area for
the simulation of a coastal marine ecosystem and
for modelling purposes.

Physiographic Features of the Bay

Location and Dimensions

Abu Qir Bay comprises the area which 1lies
between longitudes 30°3' and 30022' East and
latitudes 31°16' and 31°30' North. The bay is a
semi-closed basin bordered from the west by Abu
Qir Peninsula and from the east by the Rosetta
branch of the Nile river, with a shoreline of
about 53 km. The area of the bay is about 500
km? and the volume of water is about 6.0 km3
with an average depth of 12 m (Fig. 79).

Sediment Characteristics

The sedimentological investigations of Abu
Qir Bay carried out by MOUSSA (pers. comm.)
showed that the recent sediment distribution in
the bay is greatly affected by the nature of the
botton.

Five types of sediment units are present,
namely: sand, s8ilty sand, sand-silt-clay,

clayey silt and silty clay. From the distribu-
tion chart, a clear and gradual zonation {is
revealed. Fine grained sediments of silty clay
type cover the bottom around the Rosetta branch
of the Nile. This type is deposited as the Nile
water loaded with silt and clay particles meet
the saline seawater. This fine - silty clay
gradates outwards into another zone of clayey
silt. A sandy patch 1is marked within this
clayey silty zome., Still further outwards the
clayey silt merges into the complex type of
sand~silt-clay which in turn gradates into silty
sand. Finally, sand sediments cover the largest
area of the bottom. In the western part of this
area some rocky patches exist of which Nelson
Island 1is obvious above seawater. A patch of
sand-silt-clay exists iIn the center of this
sandy area. It seems that this patch is formed
as a result of the mixing of sand with silt and
clay discharged with the lake water through
El-Maaddiya opening and removed a little farther
northwards, away from the lake sea connection.

Chemical analysis of bottom sediments in
the bay indicated that the pH ranges between 7.3
and 8.9 where all values lie on the alkaline
slde and no acidic sediments were observed.
From the distribution of pH values for the bot-
tom sediments in the bay, sediments with lower
pH values (ca. 7.5) are found opposite to the
Nile mouth. The pH value fincreases gradually
westwards to reach the higher values (pH = 8.0
and greater) in the western part of the bay,
except for the area in front of El-Tabila Station
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. outfall, where the discharged sludge is slightly
acidic. Such distribution is more or less cor-
related with the sediment distribution units,

The distribution of caleium carbonate 1in
the sediments of the bay indicates a distinct
regional distribution. 1In the eastern side of
the bay, affected by silt and clay discharged
from the Rosetta branch of the Nile, calcium
carbonate is minimum, being less than 1%, Sedi-
ments poor in carbonate cover a wide area of the
bay gradating to the west into a zone higher in
carbonate content (4-12%) and with a coarser
texture. The sandy areas are richer in carbon-
ate content being 12-24% and increasing to more
than 24% at the southwesteran part of the bay.
Thus it 18 clear that the sediments derived from
the River Nile contal’n very 1little carbonate
content due to the solubility of calcium carbon-
ate in freoh water. Accordingly, lower carbon-
ate values sre found in the eastern part of the
bay where t'e fine grained sediments are not
sulitable for benthic life. The increase of
carbonate content westwards 18 due to the fact
thit the environmental conditfions in the western
aea are more favorable for many faunal assem-
blages and there is a lesser contribution of the
fine Nile sediments. Moreover, the increase in
salinity of seawater away from the Nile mouth is
also responsible for the increase of carbonate
content. It is therefore clear that the calcium
carbonate content is influenced by the silt-clay
content.

The distribution of organic matter in the
bottom sediments of t'e bay shows that gener-
ally, the organic matter increases from west to
eagt. At the western side of the bay, minimum
organic matter content is found, being 0.3%
increasing graduvally to 0.9, 1.5, 2.1 and 2.7%
proceeding eastward until it becomes again 1.9%
immediately in front of the Rosetta branch of
the Nile. The distribution of organic matter is
correlated with the distribution of sediment
type. The organic matter content is lowest in
sands and increases towards the Nile where the
grain size of the sediments decreases. The
relatively higher values of organic matter east—~
wards are mainly due to the detritus coming from
the River Nile as well as to the deposition of
finer material.

Meteorological Conditions

Alr temperature. The monthly mean air tem-
peratures fluctuate between a minimum of 13°C in
January to a maximum of 28°C in July. It is
clear that the monthly variation of air tempera-
ture of Abu Qir is typical for the Mediterranean
climate with maximum in July and minimum in Jan-
uary. The absolute maximum air temperature may
reach 39.4°C in swmer, while in winter the
observed minimum air temperature may reach as
low value as 89°C.

Atmospheric pressure. The mean monthly
atmospheric pressure 18 a maximum at about 1020
mb in Janvary and a minimum at 1007 mb in July.
These correspond to the maximum and minimum in
the mean air temperatures.

Relative humidity. High values of relative
humidity are encountered in summer, and lower
values in winter; however, the annual amplitude
i8 relatively small (12.6%), The lowest value
(67.2%) 18 observed in April, when many khamasin
dry heat waves affect the coastal area of
Egypt. Meanwhile, in the beginning of the sum-
mer, when NW winds attain maximum frequency of
occurrence (94%), the relative humidity is at
its peak (80%). The monthly variation is less
regular than the temperature and pressure
variations.

Mean scalar wind speed. The daily wind
speed at Abu Qir, a representative station,
varied between 1.6 and 12.1 knots. The daily
records showed higher values in winter and lower
values in gummer. The mean wind apeed during
the period of investigation increased from 3.9
knota during January to reach the value of 6.5
knots in March. The higher speeds are encoun-
tered in winter due to cyclonic atmospheric
activities.

Wind direction. During January 1977, the
prevailing wind was generally a westerly wind in
both the NW and SW directions, with equal fre-
quencies, Starting from February until May, the
NW direction prevailed with less frequencies in
the other directions. Meantime, the NW compo-
nent prevailed only in the months of June, July,
August and September, while in the month of
October, both the NW and NE components prevailed
with the NW having larger magnitude. From
November, the SW component appeared beside the
NW component, then the SW component prevailed
during the months of December 1977 and January
1978. In February 1978, only westerly winds
prevailed. It 18 thus clear that in winter
months the winds are more variable, but the pre-
dominant wind direction in the area is the SW,
resulting from the winds blowing around the SW
periphery of a Cyprus low. On the other hand,
the winds in summer are more steady, and are
mainly from NW.

Cloud cover. During the winter season the
cloud cover is greater than that of the summer
season. In January and December about 507 of
the sky was covered by clouds, while in June
1977 the total cloud cover was about 10Z only.
Table (XX) gives the number of hours of sunshine
in the Abu Qir area.

Rainfall. Rainfalls in Abu Qir are rela-
tively small and subject to relatively large
variations from one season to another. The
rainfall over the area is confined to the period
from October to April, with a maximum usually
during the winter months (January and Febru-
ary). From May to September there was no pre-
cipitation. Rajinfall 1in January and December
was more than 757 of the total rainfall during
the year which amounts to 300 om.

Sources of Land Drainage to the Bay

The area of the bay 1s subjected to land
drainage through three sources: Rosetta branch
of the Nile, Boughaz El-Maaddiya, and El-Tabia
pumping stations.
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Table XX.

Monthly averages of Sunshine (in hours per day) over the Alexandria region
(compiled from récords of the Meteorological Dept.)

Month Jan. Feb, Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.
1960 6.6 6.4 9.4 10,6 11,6 11..8 12,2 11,6 10.6 10,1 8.6 7.1
1961 7.1 6.8 7.2 10,4 11.7 12.2 12,4 11.6 10.4 9.4 8.1 7.1
Mean 6.85 6.6 8.3 10,5 11,65 12.0 12,3 11.6 10,5 9.75 8.35 7.1
Rosetta branch of the Nile, The flow of It provides free connection between Lake Idku

the Rosetta Nile water into the Mediterranean is
controlled by Edfina Barrage erected 35 km south
of Boughaz Rashid. Before the construction of
the Aswan High Dam, the annual discharge of the
fresh Nile water into the Mediterranean Sea
through the Rosetta branch was on the average a-
bout 40 km3.

As a result of the erection of the High Dam
in 1965, the summer of 1964 witnessed the last
normal discharge of flood water into the Medi-
terranean. From 1965 the discharge remarkably
decreased. Information on the yearly discharge
of the River Nile, measured at Edfina, indicated
that from 1966 to 1977, i.e., for 12 successive
years, the ayerage annual discharge ranged
between 2-7 km3. Thus the annual discharge now
averages only about 10% of 4its wusual value
before the erection of the Aswan High Dam.

Moreover, the annual cycle of the discharge
has also changed markedly. The discharge which
used to flow through both the Rosetta and
Damitta branches i3 now flowing only through the
Rosetta branch. The maximum discharge 1s now
registered in winter. About 70X of the total
annual discharge now flows into the sea during
the three months of December, January and Febru-
ary. Thus such a change in both the total
amount and the pattern of discharge would cer-
tainly affect the physical, chemical, as well as
biological conditions in the investigated area
(GERGES, 1976a).

As far as the solid matter is concerned, it
was indicated by (SHUKRY, pers. comm.) that
before the regulation of the Nile, about 57x10%
tons of suspended sediments were discharged
yearly into the Mediterranean Sea. A large
amount of the sediment was carried during the
flood period; one cubic meter of Nile water con-
tained, at the peak of the flood, up to 4 kg of
suspended so0lid material. The subsequent regu-—
latjion of the freshwater outflow from the Nile
River prevented more than 90% of the usual dis-
charge with 1its suspended sediment load from
reaching Abu Qir Bay.

Boughaz El-Maaddiya of Lake Idku. Boughaz
El-Maaddiya is a shallow channel with an average
depth of about 3 m, and average width of 20 m.

and Abu Qir Bay, through which water exchange
between both regions takes place. It also
facilitates the migration of organisms from one
environment to another.

Lake Idku receives drainage waters from
different drains. The annual total amount of
drainage water discharged into Lake Idku (e.g.,
in 1974) was about 2 km3, about 30% of which
reached the lake during summer season.
Actually, the net amount of lake water dis-
charged into the sea through El-Maaddiya channel
is not precisely known. However, a good amount
of lake water reachee the sea, particularly in
sunwer and autumn season, when 1t spreads to
variable distances in the s~utheastern part of
Abu Qir Bay.

The pattern of exchange between Lake Idku
and southwestern part of Abu Qir Bay, through
El-Maaddiya channel, is a dynamic one, changing

seasonally, monthly and even daily. It 1is
mainly controlled by two factors: the amount of
drainage water received by the lake, and the

velocity and frequency of the prevailing north-
erly and westerly wind. The large amount of
drainage water reaching the lake {n summer
causes a slight elevation of the lake water
above mean sea level, creating a lake-sea cur-
rent. In winter, on the other hand, when the
drainage water entering the lake is at its mini-
mum and strong westerly winds prevail, a sea-
lake current 1s established through Boughaz
El-Maaddiya, and the seawater invades the lake.

Tabia pumping station. El-Tabia pumping
station lies in the southwestern part of the
bay. This station pumps out the industrial
wastes of 22 different factories representing
four major categories of industry, namely: food
processing and canning, paper industry, ferti-
lizer industry, and textile manufacturing. The
water pumped to the sea averages a daily amount
of 1.5 to 2x10% m3. These wastes are directly
discharged to, and eventually mixed with, the
water in Abu Qir Bay. The combined effect of
both discharges from Lake Idku and El-Tabia
puaping station would create a distinct pattern
of water type distribution in the bay as illus-
trated in Fig. 80.
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Fig. 80. The seasonal distribution of salinity in Abu Qir Bay and Lake Edku. The
letter code and shading Iintervals for different salinity ranges are given in the
upper left panel. The arrow designates the dominant wind direction, and the date
of the observations is given at the top of each panel. From DOWIDAR and

EL-MAGHRABY (1973).

Physio-Chemical Characteristics of the
Bay Waters

The following representation of the
physio-chemical characters of the bay waters is
based on data collected regularly through
monthly surveys of 18 stations covering the bay
during the period from February 1974 to January
1975.

Physical Characteristics

Temperature. The annual average surface
temperature was 22.6°C with a maximum of 28.8°C
in August aad a minimum of 16.1°C in February.
Generally, surface water of the area off the

‘El-Tabia outfalls was warmer than other regions

in the bay during all seasons with an annual
average of 23,.2°C reflecting the thermal effect
of the warm effluents of the outfalls. The
subsurface temperature was lower than that of
the surface and followed nearly the same trend
vith a maximum of 28.2°C in summer and ‘a minimum
of 16.2°C in winter. Because of the shallowness
of the bay, a proper thermocline was not clearly
demonstrated. The maximum vertical temperature
gradient was 0.4°C per meter recorded at the
northern border of the bay 1in summer, where

thermal stratification was clearly marked with
decreasing temperature from surface to bottom.

Salinity. Generally, the salinity of the
bay water is lower than that of the eastern Med-
iterranean waters. There are four distinguish-
able regions in the bay:

a. The eastern area, exposed to the effect
of the Rosetta Nile water particularly during
the winter season. The salinity of this region
is usually high in all seasons, except in wiater
when the surface values were low (36.4 ppt).

b. The area off El-Maaddiya channel, the
outflowing water from Lake Idku lowers the sur-
face salinity of a rather large area in the
southern and central parts of the bay in almost
all seasons (average 24.4 ppt). This decrease
was particularly pronounced during late spring
and summer, when waters of salinity of 5-20 ppt
cover the area (Fig. 80).

¢. The area subjected to the polluted water
off the El-Tabia outfalls, which is limited to
about 7 km in front of the outfalls. The aver-
age surface salinity of this area was 36.5 ppt.

d. The offshore area that is not affected
by land drainage, the boundaries of this region

are variable and depend on the prevailing wind
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and magnitudes of the drainage water reaching
the bay. The surface salinity of this region
was high in almost all seasons with an annual
average of 38.86 ppt.

The effect of drainage water discharged
into the bay is typically restricted to lowering
the salinity of the upper 5 meters. The annual
average of subsurface salinity was remarkably
high, i.e., 38.39 ppt, varying between 37.69 ppt
in winter and 39.1 ppt in summer. Vertical mix-
ing was more pronounced in winter and nearly
homohaline conditions prevailed in the whole
water column. The maximum vertical difference
in salinity observed in summer was on the aver-
age ~2.35 ppt. Single values were often much
higher and may reach about 30 off El-Maaddiya.

Oxygen content. The annual average of dis-
solved oxygen is 4.43 ml/t, varying between 5.56
ml/¢ and 3.45 wml/% in spring and autumn, respec-
tively. The absolute values varied between 0.73
ml/t and 8.51 ol/t. The area off El-Tabia
showed the lowest values in almost all seasons
(average 3.13 ml/%). The Rosetta region on the
other hand showed the highest values (average
4.94 ml/L). Because of the shallowness of the
bay, variations 1in the oxygen content at the
surface and subsurface layers were on the aver
age not significant. :

The bay water as a whole was undersaturated
with oxygen with an annual average of 90%.
Supersaturation of the bay water was achieved in
spring (average 112%)., The lower values were
observed in autumn (average 71%). The lowest
saturation values were recorded in the area off
El-Tabia outfalls (average 85%). The low oxygen
water of the El-Tabia region 18 sometimes
advected northward causing local decreases in
the oxygen content.

Chemical Characteristics

Hydrogen-ion concentration (pH). The pH
values of the bay water were always slightly
alkaline. The annual average value was 8.13.
Higher values were recorded during winter (aver-
age 8.35), while lower values occurred in summer
(average 7.68). The area 1in front of
El-Maaddiya channel acquired the least annual
average pH 8.00. The area off El-Tabia pumping
station showed relatively high values with an
annual average of 8.12.

Nutrients. The concentration of ammonia in
the bay water was remarkably high. The annual
average content of ammonia in the bay was 0.22
pg-at/L reaching a maximum in summer (average
0.44 ypg-at/2) and a winimum in autumn (average
0.07 ug-at/t). The absolute values varied
between a maximum of 12.92 ug-at/f observed in
winter 1974 in the subsurface water off El-Tabia
outfalls and 0.00 in the surface and subsurface
vaters 1in the different seasons. Generally,
ammonia concentrations were higher in the sur-
face layer than in the subsurface layers (aver-
ages 0.29 and 0.15 ug-at/f, respectively). This
indicates an allochthonous origin of ammonia
rather than regeneration from the bottom sedi-

ments. Regarding the spatial variations, the
area off E]l-Tabia pumping station showed an
annual average 0.20 pg-at/t. The water of
BEl-Tabia discharge was practically free of
ammonia during the spring and autumn seasons,
while 1in winter its ammonia content was
remarkably high (0.76 pg-at/%). The concentra-
tion of ammonia off El-Maaddiya channel (av.
0.22 pg-at/t) was relatively high. The water In
the area off the Rosetta mouth was relatively
lower 1in amamonia than other regions (ammonia
ave. 0.11 ug-at/!)o

The nitrite content of the bay water was
also very high. The annual average content was
0.34 pg-at/% and varied between a minimum of
0.04 pg-at/% in spring and a maximum of 0.60 pg-
at/t in winter. Nitrite was relatively higher
in the surface waters than in the subsurface
layers of the bay (average 0.4 and 0.28 ug-at/t,
respectively). The drainage waters are consid-
ered to be the main sources of nitrite. The
highest concentrations of nitrite were found in
the El-Tabia area with an annual average of 0.54
ug-at/fL. The lowest values were found at the
offshore satations, with an annual average of
0.24 ug-at/!.

The annual average of nitrate-oxygen in the
bay (0.23 ug-at N/2) was considerably lower than
that of nitrite. As with ammonia and nitrite,
nitrate was also concentrated in the surface
water, indicating an allochthonous origin. Sea-
sonal variations showed an increase in the con-
centration of nitrate during winter and autumn
(averages 0.36 and 0.28 yug-at N/%&, respec-
tively), and a decrease during spring and summer
(0.12 and 0.17 ug-at N/&, respectively). Spa-
tiasl variations of nitrate were significant.
The area off El-Maaddiya channel was the richest
in the bay throughout the whole year (average
0.60 ug-at/1), while the area at the vicinity of
El-Tabia outfalls had only moderate concentra-
tions (average 0.46 ug-at N/t) and varied
between complete depletion in summer and 1.19
ug-at N/% in autumn. The reducing conditions at
that area favored the absence of nitrate during
summer through the processes of denitrifica-
tion. The area off the Rosetta mouth contained
lower values of nitrate (average 0.28 ug-at/%)
and was characterized by high nitrate concentra-
tions during winter. These were mostly derived
from the large quantities of Nile water dis-
charged into the sea during this season.

Reactive phosphate. The reactive phosphate
content in Abu Qir Bay water was relatively high
with an annual average of 0.48 pg-at P/%. The
average concentration in the surface water was
nearly the same as in subsurface layers (i.e.,
0.50 and 0.47 yug-at/%, respectively). Wide
regional as well as seasonal variations were
recorded 1in the bay. The budget of reactive
phosphate in the bay is mostly allochthonous in
origin. Seasonal variations showed an increase
in the concentration of reactive phosphate dur-
ing winter (average 0.73 yug-at P/L) and a
decrease during summer and autumn (0.38 and 0.34
ug-at/%, respectively). Spatial variations were
more pronounced. The reactive phosphate content
off El-Tabia outfalls was remarkably high with
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an annual average of 0.99 pg-at/f, while the
area at the vicinity of El-Maaddiya channel was
relatively low (average 0.58 ug-at/t)., The off-
shore water showed the lowest phosphate concen-
tration during the whole period of investigation
with an average value of 0.23 yg-at/t.

Reactive silicate. The annual average con-
centration of soluble silicate in Abu Qir Bay
amounted to 14,2 ug~-at/f, 1In all seasons the
silicate content of the surface layer was
remarkably higher than that of subsurface water
(average 16,3 and 12,1 ypg-at/%, respectively).
This implies that the principal source of silica
enrichment is the drainage water. The concen-
tration of silicate in the area off El-Maaddiya
was always high (avierage 24.3 ug-at/l)j the
annual average off Ei-Tabia was 17.0 ug-at/%
while that off the Roscvtta and of the oceanic
water was much lower, befng on the average of
13.4 and 11.5 ug-at/f, reuapectively. On the
whole, silicate content was hign in summer
(average 20.> pg-at/L) as a result of the great
quantities of lake water rich in silicate (ca.
56.5 ug-at/%) discharged into the bay. Lower
values were recorded during autumn (average 10.6

ug-at/1).

Water Circulation in the Bay

Current Measurements Available

Direct current measurements in the south-
eastern Mediterranean are generally fragmentary,
limited in number and scattered 1in coverage.
However, several attempts have been made to
obtain some measurements of the current in Abu
Qir Bay. Four different tynes of current
observations are now available, mely:

a. surface and subsurface current measure-
ments using Ekman current meters,

b. measurements of surface current using
drifters,

c. measurements of surface and subsurface
currents using drogues, and

d. measurements of bottom currents using
self-recording current meters.

In the following, a description is made of
the available data to present a plausible pat-
tern for the surface and bottom water circula-
tions in the bay.

Surface Circulation

The information on surface currents in Abu
Qir Bay, as obtained from a series of wmonthly
releagse experiments of surface drifters (GERGES,
1976b, 1978), revealed some important features
of the surface circulation pattern in the bay
and its seasonal variability.

The water circulation in the bay can be
characterized by the existence of two large
gyres. The speed and areal extent of each of
these gyres differ markedly from one season to
another., However, during some transitional
periods (e.g., in May), the existence of these

two gyres fades and instead, one large gyre cov-
ering the whole bay appears to dominate the sur-
face circulation., In the western onc third of
the bay, a cyclonic (counterclockwise) gyre
exists during the major part of the year. The
eastern two thirds of the bay 1s occupied by an
anticyclonic (clockwise) gyre.

Although the velocity values obtained from
the movement of the surface drifters represent
only rough estimates of the current velocity,
of water transport under certain wind condi-
tions. Excluding the dubious returns, the
experiments gave the following ranges of current
speedt 1in March from 3 to 6 cm/see} in May from
3 to 7 cm/sec at the outer boundaries of the
bay, and from 22 to 27 cm/sec inside the bay; in
September from 6 to 22 cm/sec; and in November
from 6 to 19 cm/sec.

The results obtained from the few concur-
rent drogue experiments in later summer {indi-
cated the existence of a southerly current at
Abu Qir Head and southeasterly current near the
outlet of El-Tabia pumping station, both at 1 m
level below the surface. This clearly supports
the conclusion drawn from the results of the
drifters experiments regarding the cyclonic gyre
existing In the western part of the bay. The
velocities obtained from the drogues movement
range from 7 to 12 cu/sec.

Obviously, the effluents from the outlets
of El-Tabia pumping station, Lake Idku, and from
the Rogetta mouth play an important role in set-
ting up the pattern of surface circulation
described above. Particularly important is the
fresh water influx of the lake which on exit
divides the bay into two parts, creating the two
gyres mentioned earlier. Depending wupon the
amount of fresh water discharged from Lake Idku
on one hand and from the Rosetta mouth on the
other, the areal extent of =2sch gyre 1s deter-
wined. Fig. 81 illustrates the patterns of sur-
face drift current as revealed from the drifters
experiments in the various months representing
the four seasons of 1977.

Phytoplankton

Phytoplankton cell counts and species
determinations were made on monthly surface sam-
ples collected from 14 stations in Abu Qir Bey
during 1974,

Species composition. The number of phyto-
plankton species recorded in the bay is fairly
low; the diatoms were represented by 73 specles
and the dinoflagellates by 38 species. In addi-
tion to the dfatoms and dinoflagellates, several
fresh and brackish water forms belonging to the
Cyanophyta and Chlorophyta were recorded, of
which representative of the genera Oscillatoria,

Lyngbya, Spirulina, Merismopedia, Scenedesmus

and Pediastrum were at times rather frequent in
the areas directly affected by the discharge of
Nfle water through the Rosetta outlet and Lake
Idku channel. However, their contribution to
the total productfon did not exceed 1.0% of the
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annual phytoplankton crop. On the other hand,
the diatoms dominated the phytoplankton commu-
nity of the bay in all seasons constituting on
the average 94% (25,240 c/t) of the total cell

Ikl

Me.osira, Bacteriastrum, "Lauderia, Hemiaulus,
Thalassosira, Coscinodiscus, Pleurcsigma, and
Navicula were quantitatively the most impor-
tant. The dinoflagellates constituted about 5%
of the average annual crop, quantitativeély the
leading genera were: Peridinium, Ziorocentrum,
Exuviaella, Gonyaulax and Ceratium.

counts. The genera: Chaetoceros, Skeletonema,
Thalassionema, Asterionella, Lithodesmiunm,
Rhizosolenia, Leptocylindrus, Nitezschia,

Winter

$ Spripg

Autumn

20}-
/
20 10’ 20
Fig. 8l. The trajectories of surface drifters indicating the current patterns in

the four seasons.
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The standing crop. On the whole the stand-
ing crop of phytoplankton in the bay was rela-
tively low compared tuv other neritic areas in
the vicinity of Alexandria. In terms of cell
numbers, the monthly mean was about 26,850 c/#.
The absolute values varied between 120,000 c/2
and 1500 c¢/t. Based on mean values (Fig. 82)
peaks of abundance were recorded during July,
September and December. It seems that high
phytoplankton production in the bay is more or
less correlated with periods of maximum dis-
charge of fresh and brackish water. As stated
before, the maximum outflow of Lake Idku water
occurs during summer while the corresponding
maximum of the Rosetta Nile water occurs during
winters The winter peak, which was also the
most pronounced (average 74,630 c/%), was domi-
nated by Thalassionema nitzschioides, Skele-
tonema costatum, Chaetoceros curvesitum, Chae-

toceros affinis, Chaetoceros sociale, Bacteri-
astrium hyalinum, Asterionella Jjaponica, and
Coscinodiscus spp. The autumn peak was exclu-
sively dominated by Thalassionema nitzschioides
(70%) together with Chaetoceros curvigetum, C.
affinis, Asterionella japonica, Coscinodiscus
epp, Prorocentrum micans and Ceratium furca.
The summer peak (July) was exclusively dominated
by Skeletonema costatum (70%), together with
Chaetoceros spp (7%), Asterionella japonica
(5%), Bacteriastrum spp (3X), Nitzschia spp (32)
and Rhizosolenia spp (2%). The small size
observed in May (22,400 c/%) was mostly due -to
Chaetocerag curvisetum, C. affinis, C. decipi-
ens, Skeletonema costatum, Thalagsionema nitz-
schioides, Nitzschia spp, Peridinium spp, Proro-
centrum spp, Exuviaella spp and Ceratium spp.

The spatial and temporal distribution of
phytoplankton in the bay is shown in Fig. (83).
It is {important to mention that phytoplankton
production in the area directly affected by the
industrial wastes of El-Tabia outfalls is almost
negligible. 1In all seasons the standing crop in
that area (about 2 kmz) did not exceed 250 c/1%.
In nearly all seasons maximum production in the

bay occurs at the central area of the bay prob-
ably away from the harmful effect of pollution
and/or dilution caused by discharged water
around the outlets.

Zooplankton

Quantitative =zooplankton samples (No/u3)
were collected seasonally during January, April,
July and September 1974 from 14 stations in Abu
Qir Bay., As shown in Table XXI the standing
>~op in terms of number of organisms/m” was high
during summer and autumn with a pronounced peak
in  July. The annual average was 13,690
organism/m3.

The spatial and temporal distribution of
the zooplankton biomass in terms of total num-
bers/m3 18 shown in Fig. 84. In winter, the
area adjoining the Rosetta estuary was more pro-
ductive, away from which the satanding crop
decreased and the lowest crop occurred in the
southwestern portion of the bay that 1is affected
by the Tabia outfalls effluents. Production was
rather localized in other seasons, probably
through dilution by the brackish water of Lake
Idku entering the bay through El-Maaddiya chan-
nel. As shown in Table XXI, copepods dominated
the community by an annual mean of 71.4%, fol-
lowed by Tintinnids (9.4%) and Appendicularians
(5.4%); Cladocerans mostly Evadne tergestina
constituted on the average 4.1% of the total
community but was particularly common during
summer and autumn. In both seasons, E. terges-—
tina was mostly confined to the southwestern
area of the bay, i.e., the area affected by the
brackish water of Lake Idku. The salinity in
that region was usually below 38 ppt, while that
of the eastern part was higher. Cirriped
nauplii were particularly common in winter in
the western reglon of the bay, 4its annual
contribution being 2.8%. The copepod population
is 1limited to several small-gsized species,
typical of the neritic waters off Alexandria.
The following indigenous and perennial species

Table XXI

Seasonal variations of the zooplankton standing crop in Abu Qir
Bay (mean number/m3) and the percentage composition of the

community

Season Winter Spring Summer Autumn
mean No/m3 6130 10330 21050 17250
Copepods 60.0 8.0 71.0 72.0
Tintinnids 15.0 7.0 10.0 8.0
Appendicularians 4.0 8.0 9.0 4.0
Cladocerans - - 5.0 7.0
Coelenterates 4.0 2.5 1.0 2.5
Chaetognaths 0.2 0.2 0.4 0.6
Radiolarians 0.2 0.1 0.2 0.1
Cirripede nauplii 15.0 2.8 1.4 3.0
Veliger larvae 1.4 1.0 1.4 0.5
Polychaete larvae 0.2 0.3 0.5 0.5
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formed the greater bulk of the population:
Oithona nana, Futerpina acutifrons and
Paracalanug parvus. Other specles such as

Centropages kroyeri, Isias clavipes, Acartia

latisetosa, Acartia negligens, Oithona linearis,
COithona helgolandica, Paracalanus pygmeaus, P.
aculeatus and Clausocalanus arcuicornis, inhabit
the bay and are able to build up relatively
large populations in certain seasons.

Lake tdku

Autumn

20-25
B 25-90

Summer

<sx10°
(4 s-10

I'-:.’o.;: 10-15 - 30-35
HIID 1s-20
Pig. 84. The aeaaonal distribution of zooplank-

ton (thousanda/m ) from the surface waters of
Abu Qir Bay.

LAKE OF TUNIS, SOME CHARACTERISTICS OF THE
EUTROPHICATION OCCURRING IN THE NORTHERN PART OF
THE LAKE

Introduction

The northern part of Lake Tunis is a shal-
low lagoon (1 m depth) showing extreme eutrophi-
cation, due in part to untreated and treated
waste discharge, and to poor flushing. This is
manifested by a variety of blological conditions
that are symptomatic of nutrient excess, 1i.e.,
dense populations of fishes, phytoplankten,
macroalgae, and reefs of the tube dwelling worm
Ficopomatus. This study shows the effect of
sewage waste discharge .on the distribution and
variability in space and time of nutrients and
on the supported biomass. Nitrite, nitrate,
phosphorus and biomass of phytoplankton and
macroalgae are satudied within three different
organic polluted zones (1,2,3) shown in Fig.
85. For further information on some physico-
chemical and biological aspects of the Lake of
Tunis see also: BAIER et al., 1977; BJORK,
1972; BRUNN, 19403 CROUZET, 1971, 1972;
HARBRIDGE, 1974; HARBRIDGE et al., 1976; HELDT,
1929; KTARI, 1972; PIMIENTA, 1959; STIRN, 1966,
1968, 1971; ZAOUALI, 1971.

s

P X

Fig. 85. Location map for Lake Tunis. The
northern part of the lake is divided into three
zones for reference in the text. )

Methods

Water samples were obtained using a spe-
cially designed sampling device. Oxygen was
determined using the Azide modification of the
Winkler method; NO3, NO43, and PO; with the
method of STRICKLAND and PARSONS (1965); and
Chl-a by filtration through Whatman GF/C glass
filter, maceration in 90X acetone, and spectro-
photometric analysis with the method of
STRICKLAND and PARSONS (1965)-

Algal biomass was estimated by placing a
cage, with a 1 m? opening at the top and bottom,
on the substrate and collecting all of the algae
using a dip net. Excess water was removed by
gentle squeezing and the sample transported to
the laboratory in a plastic bag. After 24 hours
the sample was washed with tap water over
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screens to remove sediments and associated ani-
mals. The species were sorted, gently pressed
between blotting papers, and weighed to a pre-
cision of 1 gr to give net weight.

Results and Discussions

Nutrients. In the most polluted zone (1),
phosphate values (10-25 pg-at/L) are always two
to 25 times greater than in zones (2) and (3).
This was wusually 8o for nitrate as well.
Nitrate was present in ppreciable quantities (6
to 18 ug~-at/L), except during a few months. In
the polluted zone (2) ammonia was observed to be
rapidly 1liberated fr.m Ficopomatus reefs and
rapidly converted to nltrate (KEEN, 1978).
Large nutrient fluctiations occurred from month
to month, sometimes synchronized at all sta-
tions, sometimes o1ly at particular stations.
Nitrate and nitrite show a striking decrease at
the time of the spring bloom (0 to 4 ug-at/i),
while phosphate pecks (4 to 6 ng-at/f) during
the spring and sumer (Fig. 86). It appears
that nitrate was the limiting nutrient. Macro-
algae are perhaps most important in removing
nutrients during the summer, but phytoplankton
must play the more important role when macro-
algae are less abundant from October to June.
Peaks in nutrient concentration occur at the
times of maximum rainfall, possibly because of
surface runoff and changing chemical conditions.

Nutrient distributions.

Fig. 86. Upper panel:
Nitrate ug-at/t from November 1976; middle
panel: Nitrate in ug-at/t from November 1976;
and lower panel: Phosphate in pg-at/f% from June
1976.
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Dissolved oxygen. Dissolved oxygen was
present at all times of samplirg except 1in

August 1975, after a red tide, although diurnal
studies suggest atrongly that the water becomes
anaerobic at night.

Phytoplankton. Three distinct phases of
phytoplankton biomass were noted at all sta-
tions., Low biomass was found from November
through PFebruary, with a spring increase from
February through April (Fig. 87). A rapid
decrease, nearly to tzero, occurred from July
through September. Obviously considerable
light, nitrate, and phosphate are present during
the autumn and spring months leading to appre-
ciable blooms during those periods. The later
summer decrease is difficult to explain, but may
be due to heavy grazing by Mercierella, some
shading by Ulva, and possibly competition with
macrophytes “for an unidentified nutrient.
Mercierella grazing is thought to be a probable
cauge of these réductions because the dry veight
of Mercierella increased by about 100 g/mZ/day.
This was accompanied by very clear (presumably
well filtered) water between September and
November. The lack of decrease in zone 3 may be
due to a combination of vicinity to the sea, to
a lack of Mercierella, and to a lack of macro-~
algae in that zone.

)
200
400
/ —

Fig. 87. Maximum phytoplankton biomass distri-
bution in mg Chil g_/m3 from March 1976,

Macroalgae. Five important separable types
of macroalgae are found in the Lake: Ulva lac-
tuca, Cladophora spp, Enteromorpha spp, Chaeto-
morpha spp, Gracillaria spp. and unidentified
brown algae. For all except Ulva, the blomass
remained fairly constant, but obviously Ulva
dominated at all times, particularly in the late
summer, and formed the huge deposits of decom-
posing organic material.

As shown in Fig. 88, the major biomass of
Ulva is in the middle zone of the Lake. This is
also the region of greatest development of Mer-
cierella reefs, which apparently serve as points
of attachment in shallow, well lighted water as
well as active sources of nutrients. It seems
likely that Mercierella grazes phytoplankton,
and liberates nutrients that favor the Ulva,
thus favoring Ulva growth relative to
phytoplankton. )

There 1s a relative absence of Ulva in
zones 1 and 3, and an abgence of all other
macroalgae in zone 2. The macroalgae in these
areas are nearly all assoclated with Mercierella
reefs. Ulva thrives best in calm water, and its



]

absence from zone 1 may be explained by fewer
nutrients, calmer water, deeper bottom (and
hence less 1ight), and perhaps less active
Mercierella reefs. The absence of Ulva from
zone 3 1is unexplained, but the growth experi-
nents show that it cannot survive, and it is
possible that there may be toxic 1levels of
nutrients or organic compounds present. DPetro-
leum degradation products are present in zone 3
and may be the cause, since there is also oil
discharge from a power plant.

The filamentous -greens (Enteromorpha and
Cladophora) were of some importance during
October 1975, but were not as significant as
Ulva at most other times. The brown algae are
most 1important near Mercierella reefs, but the
biomass was difficult to ~stimate because of
their attachment to the reefs (Fig. 89).
Gracilaria is perhapa the most important form in
zone 1 being adapted for varying its pigment
concentrations and thus to lower light intensi-
ties in deeper water; pilgmentation varies with
depth.
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Fig. 88, Maximum macroalgae biomass distribu-
tion in g/w? from November 1976.

Fig. 89. Distribution of Ficopomatus reefs
within the northern part of the lake.
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ECOLOGICAL STUDIES OF RIJEKA BAY
Introduction

The geographical location of Rijeka Bay and
its favorable climate have: been the main reasons
for its fast urban, indusirtfal, and touristic
development., Being aware that without careful
planning these activities could irreversibly
alter in an unacceptable way the bay's ecologi-
cal system, scientists were asked to describe
the bay's ecological characteristics and to pre-
dict its ecological waste receiving capacity. A
multidisciplinary program was i{mplemented for
this purpose, and investigations were performed
in the period from summer 1976 to summer 1978.

Background Information

Rijeka Bay is located in the Northern Adri-
atic (Fig. 90) between the Istrian Peninsula,
the mainland, Krk Island, and Cres Island
(SEHULIC, 1977, 1980). It 1is connected to
adjacent waters through three channelst Vela
Vrata, Srednja Vrata, and Tih{ Kanal (Fig. 91).
Vela Vrata 1is situated between the Istrian
Peninsula and Cres Island. It 18 6,400 m wide
and has a cross-sectional area of 250,000 m2,
Srednja Vrata lies between Cres and Krk Islands,
it is 7,600 m wide and has a cross-sectional
area of 264,000 m2. Tihi Kanal 1is located
between the mainland and Krk Island, it is 3,800
m wide and has a cross-sectional area of 20,000
m2. The surface area of Rijeka Bay 1a about 500
kmz, with a volume of 27 km?. The average depth
of the bay is about 60 m.

TRICSTE
vmzm? S
/qﬁ RIJEKA [BAY

NP

'P/ Wl
%, )

¢ <
1% & =

Fig. 90. The location of Rijeka Bay within the
Adriatic Sea.
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Fig- 91.

Rijeka Bay with place names and sta-
tion locntions.

Rijeka Bay is mesozoic, formed mainly of
karstic limestone with some dolomites mostly in
the wnorthern part. The only river worth men-
tioning is Rijecina (length 17 km, width at the
river-mouth 15 m). Rijecina has a very variable
flow of water averaging 10-50 o3 sec. Along the
nocthern shore of Rijeka Bay there are a number
of sea-bottom fresh water springs. Their activ-
ity {8 quite variable with the most active peri-
0ds in the late spring and late autumn.

Prevailing winds for the 21 year period are
from the northeast (41ZX). The next most fre-
quent wind is from the southwest (11%1). Yearly
mean air temperature for a 21 year period is
13°C, with absolute maximim of 36°C and absolute
minimum of -~120C. Yearly total precipitation
for the area is about 1400 mm with a maximum in
autumn and another one in winter. Yearly mean
insolation 1s about 47% of the total possible
sunshine.

Along the shores of Rijeka Bay live more
than 250,000 {nhabitants, and the largest
agglomeration is the city of Rijeka with a popu-
lation of 150,000. The touristic load is mainly
concentrated in summer and consists of about 4
million nighte per year in that area.

Along the shores of Rijeka Bay a number of
industial enterprises 1like refineries, power-
plante, cokeries, shipyards, petrochemical fac-
tories, oil-terminals, paper-mills, an indus-
trial harbor, etc.,. are in operation or under
construction. The estimated BOD load for the
area 1s 56,975 t/y (50,402 by industry), COD
load is 170,956 t/y (157,709 by industry), sus-

“toxic

pended matter §s 113,588 t/y (72,497 by indus-
try), total N is 11,355 t/y (10,609 by indus-
try), total P is 1,194 t/y (971 by Lindustry),
and oil 1s 4,480 t/y (2,210 by industry and
1,972 by precipitation). For additional infor-
mation see SEKULIC (1977 and 1980).

Parameters Measured

The following parameters were weasured:

(a) Basic parameters for metecrology and
air-gea interactiont wind, air tempuvrature,
relative air humidity, atmospheric prassure,
visibility, cloudiness, incident radiation, pre-
cipitation, sea state;

(b) Hydrological parameters in sea water:
depth, p.essure, sea temperature, salinity, den-
sity, water transparency, sea color, sea cur-
rents (current meters, drifters, driftcards),
sea level, dissolved oxygen, pH, alkalinity,
nitrates, nitrites, ammonia, phosphates, silica,
chlorophyll a, primary production (140), quali-
tative and quantitative analysis of phytoplank-
ton, qualitative and quantitative analysis of
zooplanktons

(¢) Basic parameters in sediments: granu-
lometric analysis, density, water content, spe-
cific surface, mineralogical analysis, carbo-
nates, biomass and abundance of benthic and
pelagic fish and benthic biocenosis;

(d) Specific paraaeters of pollution in
sea water: polyaromatic hydrocarbons, saturated
hydrocarbons, chlorinated hydrocarbons, total
surface active substances, anionic detergents,
benzopyren monooxygenaze induction, complexation
capacity, trace elements (lead, cadmium, mer-
cury, zinc and copper); and in sediments: poly-
aromatic hydrocarbons, saturated hydrocarbons,
chlorinated hydrocarbons, trace elements (lead,
cadmium, zinc, copper and wmercury), benzopyren
monooxygenaze induction; microbiological contam-
inants: total coliforms, fecal coliforms, fecal
streptococci.

Frequency and Distribution of Sampling

A total of ten cruises were performed:
June, August, September, and December, 1976,
February, August, September, and December, 1977,
March and June 1978. The grid of stations shown
in Fig. 91 was used to collect data. For sci-
entific, financlal and organizational reasons
not all parameters were measured at every cruise
and each station. The same applies also for the
number of depths at which measurements were
done. Basic meteorological and hydrographical
parameters were measured at all cruiges and sta-
tions, at least at standard depths.

Complementary Activities

In order to understand better the influence
of man on the ecological system of Rijeka Bay,
effects of soluble fractions of oil,
diesel o1l D-2 and Aroclor 1242 on certain
organisms have been studied in the laboratory.
(LUCU et al., 1979)
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A survey of all industrial, touristic and
urban developments has been performed in order
to get as clear a picture as possible about the
sources and amounts of pollution from human
activites. (SEKULIC, personal communication)

Summary of Physical, Chemical and Biological
Characteristics

Only a summary of physical, chemical and
biological characteristics which are relevant to
this workshnp are presented.

Hydrography

Rijeka Bay is characterized by changeable
hydrographic features (DEGOBBIS, 1977, 19793
DEGOBBIS et al., 1978). They are caused by the
interaction with the atmosphere, influence of
freghwaters from sea-bottom seprings, Rijecina
River, waste water effluents and exchange of
waters with adjacent parts of the Adriatic Sea.
These changes are more pronounced in the north-
ernmost part of the bay, especially in the upper
part of the water column where the strongest
influence of fresh water occurs (Fig. 92).

15.-19. Viit 1977,

RUEKA

Levian

3.-7. IX 1976,

RIJEKA

19.-23. IX 1977,

15.-19. XII 1976.

Fig- 92.

Observed surface salinity distributions and surface currents. The

sampling dates for each panel are written in the lower right hand corner.
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In the winter, water of high salinity enters the
bay through Srednja Vrata. The summer layer of
lower salinity enters the bay through the Vela
Vrata.

Stratification of the water column is pro-
nounced in the summer period when the density of
the surface layer is decreasing because of the
increase of temperature and the decrease of the
salinity. The degree of stratification 1is
mostly due to temperature.

Dynamice of the Water Masgses

Conclusions on the dynamics of water masses
are based on measurements of sea currents by
current meters, drifters, and driftcards (ILIC
and NOZINA, 1979; ILIC et al., 1978, 1979).

In Rijeka Bay, pronounced differences 1in
the direction and intensity of currents exist
during two periods of the year. During winter
the direction 1is counterclockwise, and during
summer clockwise. The intensity of currents
decreares by the factor of 5 from the surface to
the bottom and from all three channels to the
center of the bay., Maximal values of instanta-
neous currents In the surface layer were
recorded as 28 cm/sec during both summer and
winter periods. General flow patterns are indi-
cated on Fig. 92,

Nutrients and Chemical Hydrography

Studies on nutrients and chemical hydrog-
raphy were done by DEGOBBIS (1977, 1979). The
percent saturation of dissolved oxygen for the
surface layer ranges from 95% in the winter to
100% 1in summer. For the bottom layer {1t is
somewhat lower, ranging from 80 to 100% (occa-
sionally around 70%).

Total alkalinity, pH and total CO3 are in
the usual ranges for coastal waters and values
are rather evenly distributed throughout the
bay.

Nutrients are generally lower in the sur-
face layer during summer than winter. During
the summer period with 1its greater insolation,
primary production 1s higher, and inflow of
fresh water lower. During winter the low photo-
synthetic rates and high runoff cause the accu-
mulation of nutrients. Phosphates are rather
low, values being typical for the Adriatic Sea.
Only in the surface layer, low-salinity plume
higher values were recorded occasionally. The
surface layer in the northern part of the bay is
heavily loaded with nitrates and silicates
(Fig. 93). There exists an inverse linear cor-
relation between the nitrates (silicates) and
salinity. The origin of nitrates and silicates
is fresh water runoff, and its dispersion is the
main factor for their distribution in the sur-
face layer. Nitrates and silicates are evenly

wdistributed in deeper layers.

Primary Production

The density of phytoplankton in Rijeka Bay
is rather evenly distributed (PUCHER-PETKOVIC et

The surface distribution of nitrates
(lower panel)

Fig. 93.
(upper panel) and of silicates
expressed in ug-at/t from September 5-7, 1976.

al., 1977; POJED and S{ODLAKA, 1979). Somewhat
higher values were found in the coastal region.
The biomass of phytoplankton 18 not very high;
it 1s typical for the 'channel areas' of the
Adriatic. On the other hand photosynthetic
activity of phytoplankton in the coastal region
compares with the most productive areas in the
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Adriatic. Some signs of eutrophicati. . are vis-
ible in the northern part of the bay.

Zooplankton

Microzooplankton of Rijeka Bay consists
mainly of developing stadia of crustaceans
(copepods) and several species of protozoans
(VUCETIC et al., 1977; BENOVIC and KRSINIC,
1979).

Zooplankton is primarily comprised of cope-
podes that may in winter constitute 90% of the
net plankton. For other groups, only clado-
cerans are present in significant amounts during
summer . The amount of all other groups is
negligible.

The biomass of the zooplankton has higher
values in the center of the bay, in the vieinity
of Krk Island and in the northernmost part of
the bay. A higher content of the inorganic mat-
ter in the biomass was found, especlally in the
vicinity of Rijeka Bay.

Benthic Biocenosis

Benthic biocenosis are richest 1in the
vicinity of the western coast of Krk Island and
in the southwestern part of the bay (ZAVODNIK
and SPAN, 1977; ZAVODNIK, 1979). The codstal
region of the northern and northwestern part of
the bay, between Urinj and Krk, is under con-

stant influence of polluted waters from the
coast. This is demonstrated by degraded commu-
nities in deeper waters.

Modelling Efforts

Using all necessary data, a thermal-plume
was constructed for the power station site near
Rijeka and the petrochemical complex at Krk
Island (KUZMIC, 1977; KUZMIC and JEFTIC, 1977,
and RKUZMIC et al,, 1980).

A conceptual ecological model also was con-
structed to serve as a basis for development of
a comprehensive mathematical model of Rijeka Bay
(LEGOVIC et al., 1977; LEGOVIC and JEFTIC,
1979).

A mathematical model of a pelagic ecosystem
has been constructed for Rijeka Bay and cali-
brated with data collected during a two year
ecological study of the bay. The model is suf-
ficiently general and can be calibrated to
almost any pelagic ecosystem. Furthermore it
has been coded in such a way that it can be run
on any minicomputer with 8K words in memory.
The model gives semiquantitative predictions of
the change in dynamics of three functional
groups of phytoplankton, four functional groups
of zooplankton and a pelagic fish as induced by
the change in temperature, solar radiation or
limiting nutrients (nitrogen, phosphorus, and
silicon) (LEGOVIC and JEFTIC, 1979; LEGOVIC,
1980).
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LIST OF ACRONMMS

CIESM Commission Internationale pour L'Exploration Scientific de la Mer M&diterranée
CNR Consiglio Nazionale delle Richerche National Research Council, ILtaly

CNRS Centre National de la Recherche Scientifique, France

COEC Comite Central d'Océanographie et d'étude des Cites

DRIFTEX Drifter Experiment

FAO Food and Agriculture Organization of the United Nations

GFMM General Fisheries Council for the Mediterranean (FAOQ)

GONEG Gulf of Naples Ecologlcal Group

GONEP Gulf of Naples Ecological Program

ICSEM International Commission for the Scientific Exploration of the HMediterranean Sea
(CIE)

IIASA International Institute for Applied Systems Analysis

INSTOP Institut National Scientifique et Technique d'oc&anographie et de Péches (Tunisia)

I0C Intergovernmental Oceanographic Commission

IRPTC International Register of Potentially Toxic Chemicals (UNEP)

MARE Model of the Adriatic Regional Ecosystem

MEDIPROD Mediterranean Productivity (Program)

HEDOC Mediterranean Occlidental Survey

MEDPOL Coordinated Mediterranean Pollution Monitoring and Research Programme (UNEP)

MIT Massachusetts Institute of Technology

NSF Natfonal Science Foundation

ONR Office of Naval Research (U.S.A.)

OTAN Organization du Traite de 1'Atlantique Nord

SCOR Scientific Committee on Oceanic Research (ICSU, International Council of Scientific
Unions)

UNEP United Nations Environmental Programme

UNRSCO United Nations Educational, Scientific and Cultural Organization
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APPENDIX

SUGGESTED RESEARCH PROGRAMS

In the Mediterranean there are many ongoing
research activities which have developed along
different lines and with different goals, mostly
framed within small scale ecosystems. All
aspects of marine research are, of course,
necegsary in order to gather the badly needed
baseline information for such complex and diver-
sified ecosystems as occur in the Mediterra-
nean. All coastal countries have become
increasingly aware of the disruptive effects of
pollution and, consequently, are initiating pro-
grams designed to understand the functioning of
their marine environment. International agen-
cies have prompted and coordinated many of the
ongoing activities in this field.

It 1s felt, however, that all possible
effort must be made in order to:

a. further promote research activities,
particularly in those areas where basic
knowledge is still missing or inadequate;

b. 1mplement present and future research
by integrating the necessary descriptive phase
with studies on processes and fluxes;

c. coordinate the activity of research
teans in adjacent areas;

d. promote cooperative programs covering
large areas of the Mediterranean;

e. standardize and intercalibrate fileld
and laboratory activities.

The achievement of any of the above
requires the applicatfon of the best possible
regsearch strategles. Ecosystem modelling has
proven to be an efficient resource-saving tool.
The present report is intcnded to serve also the
purpose of providing a guideline for researchers
active 1in the Mediterranean by offering an
illustration of the dynamics of model building
through the analysis of a small-scale
ecosystem. The 1importance of the availability
of adequate data including both the qualitative
and quantitative aspects of the environment,
particularly including for example, those key
processes governing growth rates and recycling
mechanisms, is self evident.

It is hoped that the contents of this
report (together with the suggestions and the
considerations included in 1ts different sec-
tions) might provide a practical representation
of the dynamics, problems, and benefits of
modelling techniques and thewveby facilitate the
use of this {mportant researclhi tool among the
Mediterranean scientific community.

In this respect, an important role can be
played by national and international agencles by
providing the appropriate scientific framework,
coordination, and facilities suggested in the
following section, entitled Recommendations.

RECOMMENDATIONS
The Workshop,

Considering that the numerical modelling of
ecosystems as a whole, or of their parts, can
provide a powerful tool for assisting in the
decision making processes leading to environ-
mental management policy;

Considering the requirement for predictive
models dealing with the dispersion of certain
pollutants in marine environments;

Considering Unesco's important role in
propagating the idea of ecosystem modelling
among marine sclentists in the Mediterranean and
the necessity to continue with such action;

Considering the enthusiastic response from
marine scientists participating in this and
former Unesco workshops, and the substantial
progress achlieved by this workshop compared to
the former ones;

Considering that a major lack of knowledge
exists concerning the fluxes, rates, and pro-
cesses in the Mediterranean ecosystems;

Recognizing that the acquisition of suffi-
cient baseline data is a necessary prerequisite
for any successful modelling effort;

Considering the need to update marine sci-
entists in the methodology of wodelling;

Recognizing the importance of maintaining
continuous interaction between regional research
groups and the need for standardization of meth-
ods used in marine ecosystem studies;

Being aware that most Mediterranean Insti-
tutions have yet to acquire a sufficient level
of competence and experience in this field and
that the relevant documentation is still
unavailable to many Mediterranean Institutions;

Recommends to Unesco and the member states of
Unesco:

-~ that national efforts to model small- and
meso-scale ecosystems of particular interest be
supported through training and consultation;

- that multidisciplinary modelling teams with
long term, detailed programs be organized at a
regional level;

- that workshops be convened on larger scale
modelling of the eastern Mediterranean, Adriatic
Sea, Ionian Sea, Aegean Sea, Levantine Sea, Red
Sea, Black Sea;

- that periodic workshops be continued at
intervals of 2 to 3 years for the purpose of
evaluation, comparison, and improvement of
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models generated within the Mediterranean
areas. These workshops should be of such a
caliber and scope that they provide the
essential forum for exchange, evaluation, and
confrontation of modelling methodology,
concepts, and related baseline research
requirements. These should provide a
progressive modelling sequence towards the
realization of an eastern Mediterranean model;

=~ that a Mediterranean Regional Modelling
Center be established in cooperation with UNEP,
FAO(GFQ{), 10C, and Mediterranean countries, to
promote and help modelling efforts {n the Medi-
terranean by collecting and disseminating data
and literature, by publishing a newsletter, by
organizing individual training, seminars, meet-
ings, and workshops;

= that a mechanism for reviewing current liter-
ature and data sources in the Mediterranean
relevant to numerical modelling be organized.
This could be done by the active participation
in one of the existing journals of a small edi-
torial board consisting of Mediterranean
scientists;

= that concept of modelling be considered when-
ever appropriate to be included in agenda of
workshops, seminars, meetings, working groups,
etc., which sre sponsored by Unesco;

= that Mediterranean field and laboratory
regearch on ecological patterns, fluxes, rates,
and processes be strengthened and incorporated
in research programs whenever appropriate;

- that the necessary steps,  be continued to
standardize techniques, measurements and data
analysis for various fields of ecological
research; in particular, for phytoplankton bio-
mass and productivity, zooplankton biomass and
fluxes, benthic biomass and functional pro-
cesses, chemistry of nutrients and kinetics,
physical processes, organic pollutants and trace
elements;

- that conceptual modelling be used as a com-
plementary tool for establishing research and
field programs in order to upgrade base line
data;

=~ that support be given to the acquisition of
data sources relevant to numerical modelling,
which are not accessible through normal
procedures;

-~ that Mediterranean institutions of developing
countries be provided with adequate madelling
literature.

Recommends to UNEP:

=~ that because of the importance of modelling
for the understanding and the solving of pollu-
tion problems, the modelling component of the
Mediterranean Action Plan - Phase II be revised
and supplemented by recommendations from this’
workshop.

WORKSHOP CONCLUSIONS
The Workshop:

Considering that to produce a numerical model of
a particular ecosystem is at least a several
man-year effort;

Considering that the objectives of the workshop
were both educational (to provide an integrated
exposure to the methodology of marine ecosystem
modelling) and operational (to construct a
numerical model of the Gulf of Naples
ecosysten);

Being aware of the fact that the available data
base for the Gulf of Naples was not adequate for
a comprehensive numerical model;

Being aware that participants of the workshop
were experts from various fields and of pro-
nounced differences in modelling experience;

is of the opinion:

-~ that the workshop was extremely successful in
fulfilling both objectives;

- that this didactic exercise was a coucrete
step toward providing the participating scien-
tists with the essential exposure to the mecha-
nisms involved in generating an ecosystem model;

- that the role and enthusiasm of Unesco and
Strazione Zoologica was one of the main factors
for the success of this workshop;

— that the workshop provided a cost efficient
means to achleve the anticipated objectives;

-~ that the choice of faculty and their inten-
sive work during the workshop, in addition to
the enthusiastic response of the attendees, con-
tributed substantially to the success of this
exerclise;

- that the informal atmosphere was conducive to
effective interaction and provided a forum for
vigorous exchange and discussion of common
research problems.

~ that the participants, by being exposed to
the numerical modelling methodology through this
step-by-step procedure, became aware of the
major aspects and problems connected with mod-
elling allowing them to assess the application
of modelling to their own Medfterranean region.

- 155 -~



OPENING ADDRESS
Ladies and Gentlemen,

It 1is indeed a great pleasure for me to
welcome you on behalf of Unesco at the opening
seasion of this workshop., 1 algo take this
opportunity to thank the Zoological Station in
Naples for hosting this meeting, for the excel-
lent facilities they are putting at 1its dis-
posal, and for their generous financial support.

As some of you will remember, the present
meeting is the third in a sequence of workshops,
sponsored by Unesco on the request of Mediterra-
nean sclentists, aimed at enhancing the modell-
ing and simulation approach in marine ecosystem
studies. For those of you, however, who did not
attend the preceding workshops, and also as an
introduction to the present workshop, I would
like to review bricfly the history and the: out-
come of the preceding two workshops.

The importance and the desirabilty of the
modelling approach to marine ecosystem studies
in the Mediterranean were emphasized during the
1BP/PM~-Unesco Symposium on the Eastern Mediter-
ranean held in Malta in September 1973. The
sclentists participating in this symposium for-
mulated an action plan and strongly recommended
that an interdisciplinary study of this basin
with its unique characteristics be carried out
in the modelling perspective. 1In respo ... to
this recommendation, Unesco agreed to support a
regional workshop on the subject of modelling.

The first workshop was hosted by the Uni-
vergity of Alexandria in December 1974 with the
particpatiion of scieuntists from several coun-
tries iIn the region: Egypt, Lebanon, Lybia,
Malta, Syria, and Tunisia. Modelling special-
ists and sclentists were also invited in their
personal capacity. The activities of the work-
shop served two major objectives:

a. to review the state of marine sciences
in the region and formulate priorities and
requirements for a general Eastern Mediterranean
model. Though attention was focused on the
Egyptian coastal zone as an example, summaries
of the current marine research activities in
other countries were given by the participants.

b. to familiarize the participants with
the concepts and mechanisms of model develop-
ment. Conceptual submodels were elaborated by
the participants with guidance from the Unesco
consultants and later they were discussed and
interrelated by the workshop as a whole.

The Alexandria workshop endorsed several
recommendations. Besides the usefulness of the
modelling methodology as a toel 1in marine
research, the participants also recognized the
absence of sufficient expertise in the Eas’ern
Mediterranean. They specifically recommended
that the Alexandria Workshop be followed by a
second workshop, focusing on some other Eastern
Mediterranean region.

This second workshop was held in Dubrovnik
in October 1976. Prior to this Dubrovnik meet-

ing, an important development had taken place in
Mediterranean marine science, namely the adop-
tion of the Action Plan sponsored by UNEP
(Barcelona, February 1975), and particularly the
Coordinated Monitoring and Research Program con-
sisting of seven pilot projects.

In consequence, the membership and scope of
the Dubrovnik workshop were widened to encompass
not only the East Mediterranean, ao earlier
planned, but the whole basin.

The participants in this workshop agreed
that the Monitoring and Research Program would
benefit greatly from the development of modell-
ing concepts and methodology in the Mediterra-
nean. With this objective in mind, they sepa-
rated into three working groups, undertaking the
task of modelling a) the ecosystems and communi-
ties, b) the heavy metals in the marine ecosys-
tems, and c) the physical processes.

The workshop participants stressed the
essential importance of the modelling method-.
ology for assessing the impact of pollution on
ecosystems und for providing the information
needed for the management of the environment.
They also recognized that, at this stage, many
Mediterranean institutfons were still lacking in
competence in this field. An educational effort
to promote modelling was recommended and
requested from Unesco. It was also recommended
that multidisciplinary working groups of scien-
tists meet to produce some specific models at
different levels of complexity.

As a follow up, and in response to this
request, two consultation meetings were held
(Antalya, November 1978; and Napoli, March 1979)
to decide on which 1lines to proceed, particu-
larly as there were two separate proposals: a
workshop on the marine ecosystem of the Levan-
tine basin, or a training course on marine eco-
system analysis. After careful deliberation, it
was decided to organize a workshop on the Quan-
titative Analysis and Simulation of Mediterra-
nean Coastal Systems. :

The consultation meeting also reviewed the
possible Mediterranean coastal subregions which
would meet with the criteria defined at the
Dubrovnik workshop, to serve as a case study for
the modelling exercise, and selected the Gulf of
Naples for this purpose. This brings us to our
present meeting.

One of the major objectives of this work-
shop is that it should contribute substantially
to developing capabilities Jn the Mediterranean
countries in the methodology of ecosystem mod-
elling. It 1is strongly hoped that with the
experience that you uave 1in your respective
fields of specialization and your active partic-
ipation in the workshop activities, this objec-
tive will be attained.

As you know, the modelling concepts are
still regarded with much skepticism in many aci-
entific and managerial circles. The modelling
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methodology as a tool for the assessment of pol-
lution impact and for the management of the eco-
system was stressed by the Dubrovnik workshop.

It is hoped that this and other similar activi-
ties will promote a consensus on the importance
of ecosystem modelling among the decision-makers
around the Mediterranean.

In thie perspective, and in the light of
past activities and recommendations, it is hoped
that during your formal and informal discus-
sions, you will give some thought to the
future. The question is: How do you visualize
the activities needed on both the individual and
institutional levels? In other words, what do
you propose to do in your own personal capacity
as sclentists, and what do you expect from your
national programs and from Unesco and other
international bodies. We wish to be enlightened
about the activities you recommend that are
relevant to the objectives of this workshop.

Before closing, ladies and gentlemen, you
may wish to join me in expressing our sincere
gratitude to Professor A. Monroy, the former
Director, to Professor S. Genovese, the present
Director of the Stazione Zoologica and to Dr.
Gian Carlo Carrada, the convener of this work-
shop. I would 1like to acknowledge Dr. D. Fazio,
the Director General of the Minist.y of Educa-
tion for the generous financial contribution in
support of this workshop. Also our special
thanks go to Dr. E. Fresi the Head of Benthic
Ecology Department of Ischia, who serves as host
for this meeting; and to Mr. G. DeVivo, the Sec-
retary of the Stazione Zoological; and to the
staff for their unfailing efforts in the prepa-
ration of this workshop. Our thanks are also
due to the Consultation Committee for their
positive and active contribution to the organi-
zation of this workshop.

I wish you a pleasant stay and an enjoyable
and successful meeting.

Selim Morcos

CLOSING ADDRESS
Ladies and Gentlemen,

Ac the close of this workshop, following
two weeks of exciting and factual collaboration,
it is time again for an official speech. 1 will
nevertheless refrain from following the abused
tradition of officialism and keep to the infor-
mal mood that has characterfzed the atmosphere
of our meeting.

Should I have the presumption of consider-
ing myself an expert on something, I could
hardly claim {t to be in the field of ecologlcal
modelling. Therefore I will not attempt to make
an evaluation of our work on the specific basis
of modelling theories and strategles. This
would be a rather superficfal exercise. Rather,
I leave the judgment to each of you as the best
judge of the cultural and scientific value of
your participation in this meeting. 1 therefore
take this occasion to pose a few considerations
of a more general character.

First of all, I have been glad to welcome
here many old and new friends, most of whom are
active members of the Mediterramean scientific
community. Occasions for discussion are always
useful, and so much more so when they lnvolve,
as in our caee, people operating on common prob-
lems within such diversified scientific and eco-
nomic structures as the Mediterranean coun-
tries. All of us know tco well the everyday
difficulties arising from the sghortage of
research funds and personnel while facing, at
the same time, a mounting concern about the
environment. A rational use of the limited
resources avallable for research 1is therefore
more than ever imperative. Under this perspec—
tive, if, as I believe, this workshop has con-
tributed to the rationalization of our future
activities, this contribution must be considered
more than a secondary outcome of our meeting.

I am gpure that the role played by the
UNESCO Division of Marine Sciences in fostering
marine research 1s a guarantee that the series
of workshops on Mediterranean ecosystem model-
ling will successfully continue for the benefit
of the scientific community. However, I do not
wish to leave the impression that this meeting
has been permeated by a slight taste of Mediter-
ranean chauvinism: the fact that we have left
a large part of the workshop's daily activities
on the shoulders of our non-Mediterranean col-
leagues is, 1 belleve, the best proof that we
have kept an open minded attitude.

Finally, I am sure that the rtapport
acquired during these days of close collabora-
tion will shelter me from the accusation of
ingratitude i{f I do not mentfion explicitly the
contribution given by each of you to the success
of this workshop.

Gian Carlo Carrada
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