Protocols for the Joint Global Ocean Flux Study (JGOFS) Core Measurements

Comment on Chapter 2, Section 2.0. Hydrocasts.
Often the fact that it takes time for a sampling bottle to flush and return water from the depth sampled rather than a “smear” of water from a range of depths is not sufficiently recognized. There is no documented time for how long a bottle must be maintained at depth before “tripping” (closing) in order to obtain a representative sample from the selected depth depends on rosette size, ship motion, etc., but the necessary time is probably on the order of one minute. Comparison of salinities from the sample bottle with CTD salinities can be employed to assess bottle flushing, and experiments in which multiple bottles are tripped at ~ 10s intervals at the same depth may also help.

Modifications to Chapter 3, CTD and Related Measurements

Present text:
2.3 Beam Transmission: Sea Tech, 25 cm path-length. Light source wavelength = 670 nm. Depth range 0–5000 m.

The SeaTech instrument has not been manufactured for 5-8 years, though some of the instruments still exist. SeaTech was bought by Wetlabs and they no longer service SeaTech transmissometers. The Wetlabs units do not have the same problems that began occurring in the SeaTech units.

Replacement text:

Present text:
4.4 Transmissometer Calibration. The transmissometer shows frequent offsets in deep water which indicate variations in its performance. The theoretical clear water minimum beam attenuation coefficient is 0.364 (Bishop, 1986). We assume that the minimum beam ‘C’ value observed at the BATS site in the depth range 3000-4000 m is representative of a clear water minimum. We equate this minimum value with the theoretical minimum to determine an offset correction. The correction is given by:

offset = 0.364 - BAC_{min}

where BAC_{min} = minimum beam ‘C’ for 3000 m<depth<4000 m. This offset is applied to the entire profile. The Sea Tech transmissometers used on these cruises have had a series of problems, some of them associated with component failures on the deeper casts. Other problems are associated with the temperature compensation unit in the transmissometer. These temperature related problems give rise to a variety of suspect behaviors: 1) high surface values (well beyond normal) that correlate with the time of day (highest at noon), 2) exponential decay within and below the mixed layer, 3) linear or exponential decays in the permanent thermocline, and 4) high cast to cast variability, even in deep water. The ability to distinguish between genuine patterns and instrument problems can be difficult.
4.4 Transmissometer Calibration. Complete protocols for the WetLabs transmissometer can be obtained at [http://www.wetlabs.com/products/cstar/cstar.htm](http://www.wetlabs.com/products/cstar/cstar.htm). Transmissometers are factory calibrated in particle free water. Published values for minimum beam attenuation coefficients in particle-free vary. The widely used (but no longer manufactured or supported) SeaTech transmissometers had their clear-water values set to yield a value of 0.364 in particle-free water (Bartz et al., 1978). WetLabs transmissometers are similarly factory calibrated and provide a V_ref for the voltage of the unit in particle-free water. If the transmissometer shows any inter-cast offsets in deep water it is probably due to windows not being properly cleaned before each cast, or to a “dimming” of the LED. To correct for “dirty” windows, one can assume that the minimum beam c value observed in a profile of water >1000 m is representative of a clear water minimum, or one can take the minimum value for an entire cruise. We equate this minimum value with the factory-set minimum to determine an offset correction. The correction is given by:

\[
\text{offset} = 0.364 - \text{BAC}_{\text{min}} \\
\text{for SeaTech transmissometers} \\
\text{offset} = V_{\text{ref}} - \text{BAC}_{\text{min}} \\
\text{for WetLabs transmissometers}
\]

where \(\text{BAC}_{\text{min}}\) = minimum beam ‘c’ for the cast or cruise. This offset is applied to the voltages of the entire profile before the voltages are converted to beam attenuation. If there appears to be a “dimming” of the LED, one may subtract a trend line from the minimum beam c (Gardner et al., 2006).

Additional References:


Modifications to Chapter 6, Determination of Dissolved Oxygen by the Winkler Procedure.

1. The Winkler Dissolved Oxygen Procedure in the JGOFS protocols assumes that the deionized water (DIW) contains insignificant quantities of oxidizing or reducing agents. This may not always be the case. To check on the quality of the DIW, one may compare blanks as described in the JGOFS protocols with blanks determined on samples that contain twice the normal amount of reagents. The blank procedure described in the protocols determines positive or negative blanks by titrating 1 ml of standard in DIW to which the reagents have been added in reverse order, and then adding another ml of standard and titrating again. Subtracting the second reading from the first gives a positive (oxidant) or negative (reductant) blank that is then subtracted from the sample titration.
readings. As suggested by Bob Williams of SIO/ODF, by subtracting the blank determined using the normal amount of reagents from a blank determined with twice the normal amount of reagents, the true reagent blank can be estimated. Using the true blank value, and the results from the blank determined in the normal manner, one can determine the blank (if any) arising from the DIW. For example, suppose the true reagent blank is +0.001 ml, but the deionized water contains an opposite but equal reagent blank of −0.001 ml, then the blank value resulting from the method described in the JGOFS protocols would be zero when in fact the reagents contain oxidants that cause the sample and standard titration readings to be too high by 0.001 ml. Running a “double reagent” blank would return a difference between the first and second blank titrations of +0.001 ml. Thus, by subtracting the normal reagent blank reading (1x reag + DIW) from the 2x reagent blank (2x reag + DIW), one obtains the true reagent blank. With the true reagent blank in hand, one can then determine the blank (if any) arising from the DIW (i.e. 0.001 +DIW = 0, therefore, in this case, the DIW blank = - 0.001 ml). Also, note that blank values of ~0.001 ml using a 1 ml automated pipette are higher than we normally see with high quality reagents and DIW. Of course, the amounts of DIW during these experiments, should be kept approximately constant.

2. Although reagent additions during Winkler standardizations and blank determinations are properly described in the JGOFS protocols, the need to ensure that the contents of the titration flask are completely mixed, the walls washed down etc. such that every portion of the contents are acidic before adding the Manganese reagent cannot be over-emphasized.

Comments on Chapters 8-12, Nutrients.
It is often useful to collect a large volume of abyssal water about 500 m off the bottom, to use as a check sample during nutrient analyses. This water often has ammonium and nitrite values close to zero, and, even at room temperature, nutrient concentrations often drift quite slowly. Thus, if one sees significant changes in the values from this water, or negative nitrite or ammonium values indications of problems with baselines, standards, etc. are almost immediate.
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Preface

The Joint Global Ocean Flux Study relies on a variety of techniques and measurement strategies to characterize the biogeochemical state of the ocean, and to gain a better mechanistic understanding required for predictive capability. Early in the program, a list of Core Measurements was defined as the minimum set of properties and variables JGOFS needed to achieve these goals. Even at the time of the North Atlantic Bloom Experiment (NABE), in which just a few nations and a relatively small number of laboratories contributed most of the measurements, there was a general understanding that experience, capability and personal preferences about particular methods varied significantly within the program. An attempt to reach consensus about the best available techniques to use is documented in JGOFS Report 6, “Core Measurement Protocols: Reports of the Core Measurement Working Groups”. As JGOFS has grown and diversified, the need for standardization has intensified. The present volume, edited by Dr. Anthony Knap and his colleagues at the Bermuda Biological Station for Research, is JGOFS’ most recent attempt to catalog the core measurements and define the current state of the art. More importantly, the measurement protocols are presented in a standardized format which is intended to help new investigators to perform these measurements with some understanding of the procedures needed to obtain reliable, repeatable and precise results.

The job is not finished. For many of the present techniques, the analytical precision is poorly quantified, and calibration standards do not exist. Some of the protocols represent compromises among competing approaches, where none seems clearly superior. The key to further advances lies in wider application of these methods within and beyond the JGOFS community, and greater involvement in modification and perfection of the techniques, or development of new approaches. Readers and users of this manual are encouraged to send comments, suggestions and criticisms to the JGOFS Core Project Office. A second edition will be published in about two years.

JGOFS is most grateful to Dr. Knap and his colleagues at BBSR for the great labor involved in creating this manual. Many scientists besides the Bermuda group also contributed to these protocols, by providing protocols of their own, serving on experts’ working groups, or reviewing the draft chapters of this manual. We thank all those who contributed time and expertise toward this important aspect of JGOFS. Finally, we note the pivotal role played by Dr. Neil Andersen, US National Science Foundation and Intergovernmental Oceanographic Commission, in motivating JGOFS to complete this effort. His insistence on the need for a rigorous, analytical approach employing the best available techniques and standards helped to build the foundation on which the scientific integrity of JGOFS must ultimately rest.

Hugh Ducklow
Andrew Dickson
January 1994
Chapter 1. Introduction

The Joint Global Ocean Flux Study (JGOFS) is an international and multi-disciplinary study with the goal of understanding the role of the oceans in global carbon and nutrient cycles. The Scientific Council on Ocean Research describes this goal for the international program: “To determine and understand the time-varying fluxes of carbon and associated biogenic elements in the ocean, and to evaluate the related exchanges with the atmosphere, sea floor and continental boundaries.” As part of this effort in the United States, the National Science Foundation has funded two time-series stations, one in Bermuda and the second in Hawaii and a series of large process-oriented field investigations.

This document is a methods manual describing many of the current measurements used by scientists involved in JGOFS. It was originally based on a methods manual produced by the staff of the US JGOFS Bermuda Atlantic Time-series Study (BATS) as part of their efforts to document the methods used at the time-series station. It has been modified through the comments of many JGOFS scientists and in its present form is designed as an aid in training new scientists and technicians in JGOFS style methods. An attempt was made to include many JGOFS scientists in the review of these methods. However, total agreement on the specifics of some procedures could not be reached. This manual is not intended to be the definitive statement on these methods, rather to serve as a high quality reference point for comparison with the diversity of acceptable measurements currently in use.

Presented in this manual are a set of accepted methods for most of the core JGOFS parameters. We also include comments on variations to the methods and in some cases, make note of alternative procedures for the same measurement. Careful use of these methods will allow scientists to meet JGOFS and WOCE standards for most measurements. The manual is designed for scientists with some previous experience in the techniques. In most sections, reference is made to both more complete detailed methods and to some of the authorities on the controversial aspects of the methods.

The organization and editing of this manual has been largely the effort of the scientists and technicians of the BATS program as administered by the Bermuda Biological Station For Research, Inc. (Dr. Anthony H. Knap as principal investigator). A large number of scientists from around the world submitted valuable comments on the earlier drafts. We acknowledge the considerable input from our colleagues at the Hawaii Ocean Time-series (HOT) and members of the methods groups of the international JGOFS community. The Group of Experts on Methods, Standards and Intercalibration (GEMSI), jointly sponsored by the Intergovernmental Oceanographic Commission and the United Nations Environment Programme, have also reviewed this document. The support for compilation of this work was provided in part by funds from the United States National Science Foundation OCE-8613904; OCE-880189.

Dr. Anthony H. Knap
Chairman, IOC/UNEP - GEMSI
Chapter 2. Shipboard Sampling Procedures

1.0 Introduction

Described here is a model sampling scheme that uses the methods in this manual. It is based on the core monthly time-series cruises of the Bermuda Atlantic Time-series Study (BATS). This sequence is described for illustrative purposes. The actual cruise plan for a specific experiment is determined by the scientific objectives and logistical constraints. The order of sampling from each CTD cast may vary, but some of the general patterns (i.e. sampling gases immediately after retrieval of the cast) will hold for all programs.

Each BATS cruise is four to five days duration and occur at biweekly to monthly intervals. The core set of measurements are collected on two hydrocasts, one measurement of integrated primary production and a sediment trap deployment of three days duration. These cruises usually follow a regular schedule for the sequence and timing of events. Weather, equipment problems and other activities occasionally cause this schedule to be interrupted or rearranged. In the data report for each cruise, the exact schedule actually used should be reported, including the timing and nature of other activities. The schedule described below represents a summary of all the core activities on each cruise in the order that they would be performed barring any other factors.

Immediately after arrival near the station (31° 50' N, 64° 10' W), the sediment traps are deployed. This trap array has Multi-traps at 150, 200, and 300 m depths. The trap is free-floating and equipped with a strobe, radio beacon and an ARGOS satellite transmitter. The ship remains near the trap for the rest of the sampling period (see production section below) resulting in a quasi-Lagrangian sampling plan. The locations of each cast are reported with the data reports. The decision to keep the ship near the drifting trap is done for logistical reasons only. In other studies, casts at a fixed location may be preferred.

2.0 Hydrocasts

The core measurements require 2 hydrocasts using the 24 place rosette system. The deeper of the two casts is usually done first. 24 discrete water samples are taken on each cast with the 12 l Niskin bottles.

   The cast order is as follows:

   **Cast 1:** 0–4200 m. Bottle samples (24) are collected at 4200, 4000, 3800, 3400, 3000 (duplicates), 2600, then at 200 m intervals until 1400 m, and at 100 m intervals from 300–1400 m.

   **Cast 2:** 0–250 m. 2 bottles are closed at each of 12 depths of 250, 200, 160, 140, 120, 100, 80, 60, 40, 20 and the surface. The extra pair of bottles are closed at the subsurface chlorophyll-a maximum as
determined by the fluorescence profile on the downcast. Gases, nutrients and dissolved organic matter samples are taken from this cast, as well as water samples for particulate organic carbon and particulate nitrogen, pigments and bacterial abundance.

3.0 Water Sampling

3.1 Sampling begins immediately after the rosette is brought on board and secured. Care should be taken to protect the rosette sampling operation from rain, wind, smoke or other variables which may effect the samples. Oxygen samples are drawn first (if freon and/or helium is sampled, they should be drawn before the oxygen samples). Two 115 ml BOD bottles are filled from each Niskin and the order of the two samples is recorded. One set of BOD bottles is for the first oxygen sample, termed O$_2$-1 and a different and distinct set is for the second oxygen sample which is termed the replicate oxygen sample or O$_2$-2 in all data records. After the oxygens, samples for total CO$_2$ and alkalinity (only taken on cast 2) are drawn, followed by a single salinity sample. This sampling order is common to all the bottles in the two casts. The remainder of the sampling differs depending on the depth.

3.2 The next step in the sampling is drawing particulate organic carbon and nitrogen samples, followed by nutrient samples. Samples for bacterial enumeration are drawn at 3000 and 4000 m and most of the shallow depths. The replicate depths in cast 2 are used for chlorophyll determination, bacterial enumeration and samples for HPLC determination of pigments.

3.3 Deckboard water-processing activities are usually divided into specific tasks. Two or three people draw the water, while one person adds reagents to the oxygen samples and keeps track of the sampling operation. Bottle numbers for each sample at each depth are determined before the cast. All of the sampling people are informed of the sampling scheme and the oversight person ensures that it is being carried out accurately.

4.0 Primary Production

The primary production cast is generally performed on the second day, depending on the weather, time of arrival at station, etc. The dawn to dusk in situ production measurement involves the pre-dawn collection of water samples at 8 depths using trace metal clean sampling techniques. A length of Kevlar hydrowire has been mounted on one of the winches. The bottles are 12 liter Go-Flos with Viton O-rings. These Go-Flos are acid cleaned with 10% HCl between cruises. The bottles are mounted on the Kevlar line and depths are measured with a metered block, or premeasured before the cast, and marked with tape. These samples are brought back on deck, transferred in the dark to 250 ml
incubation flasks, $^{14}$C added and the flasks attached to a length of polypropylene line at each depth of collection. This array is deployed with surface flotation which includes a radio beacon and a flasher. The ship follows this production array during the 12–15 hour period that it is deployed, occasionally shuttling back to the sediment trap location. This array is recovered at sunset and processed immediately.

5.0 Sediment Trap Deployment and Recovery

Upon arrival at the BATS station, the sediment trap array is deployed and allowed to drift free for a 72 hour period. The array’s location is monitored via the ARGOS transponder and by regular relocation by the ship. Twice daily, the trap position is radioed to the ship by BBSR personnel. The rate of drift can be considerable, as much as 100 km in three days.

6.0 Shipboard Sample Processing

Most of the actual sample analysis for the short BATS cruises is done ashore at the Bermuda Biological Station for Research. Oxygen samples are analyzed at sea because of concerns regarding the storage of these samples for periods of two to three days. Oxygen samples collected on the last day are sometimes returned to shore for analysis. All of the other measurements have preservation techniques that enable the analysis to be postponed. See the individual chapters for details. For longer cruises, it is strongly recommended that analytical work be carried out at sea for best results.
Chapter 3. CTD and Related Measurements

1.0 Scope and field of application

This chapter describes an appropriate method for a SeaBird CTD. The CTD with additional sensors is used to measure continuous profiles of temperature, salinity, dissolved oxygen, downwelling irradiance, beam attenuation and \textit{in vivo} fluorescence. Other CTD systems are available, the details of which will not be discussed here. Individual research groups have developed a wide variety of methods of handling CTD data, some of which differ significantly from the method presented here. The BATS (Bermuda Atlantic Time-series Study) methods are presented as one example that gives good results in most conditions. As presented, they are specific to the SeaBird CTD and software. Most of the post-cruise processing can easily be modified to the data collected by other CTD systems.

JGOFS also recognizes certain protocols and standards adopted by the World Ocean Circulation Experiment (WOCE). In regard to CTD measurements of other hydrographic properties, we note the availability of the WOCE Operations Manual, particularly Volume 3, The Observational Programme; Section 3.1, WOCE Hydrographic Programme; Part 3.1.3, WHP Operations and Methods. This manual contains the reports and recommendations of a group of experts on calibration and standards, water sampling, CTD methods, etc. This report was published by the WOCE WHP Office in Woods Hole as WOCE WHP Office Report WHPO 91-1 (WOCE Report 68/91, July 1991). Copies are available on request from the SCOR Office at the Department of Earth and Planetary Sciences, The Johns Hopkins University, Baltimore, MD, 21201, USA (OMNET: E.GROSS.SCOR, fax +1-410-516-7933), or directly from the WHP Office, WHOI, Woods Hole, MA 02543 USA.

2.0 Apparatus

The SeaBird CTD instrument package is mounted on a 12 or 24 position General Oceanics Model 1015 rosette that is typically equipped with 12 l Niskin bottles. The package can be deployed on a single conductor hydrowire.

2.1 The Seabird CTD system consists of an SBE 9 underwater CTD unit and an SBE 11 deck unit. There are four principal components: A pressure sensor, a temperature sensor, a flow-through conductivity sensor and a pump for the conductivity cell and oxygen electrode. The temperature and conductivity sensors are connected through a standard Seabird “TC-Duct”. The duct ensures that the same parcel of water is sampled by both sensors which improves the accuracy of the computed salinity. The pump used in this system ensures constant sensor responses since it maintains a con-
stant flow through the “TC-Duct”. The pressure sensor is insulated by standard Sea-Bird methods which reduces thermal errors in this signal.

2.1.1 Pressure: SeaBird model 410K-023 digiquartz pressure sensor with 12-bit A/D temperature compensation. Range: 0–7000 dBar. Depth resolution: 0.004% full scale. Response time: 0.001 s.

2.1.2 Temperature: SBE 3–02/F. Range: -5 to 35°C. Accuracy ±0.003°C over a 6 month period. Resolution: 0.0003°C. Response time: 0.082 s at a drop rate of 0.5 m/sec.

2.1.3 Conductivity: (flow-through cell): SBE 4-02/0. Range 0-7 Siemens/meter. Accuracy ±0.003 S/m per year. Resolution: 5 x 10^-5 S/m. Response time: 0.084 s at a 0.5 m/s drop rate with the pump.

2.1.4 Pump: SBE 5-02. Typical flow rate for the BBSR system is approx. 15 ml/s. (The pump is used to control the flow through the conductivity cell to match the response time to the temperature sensor. It is also used to pull water through the dissolved oxygen sensor.)

2.2 Dissolved Oxygen: (Flow-through cell): SBE 13-02 (Beckman polargraphic type) Range: 0-15 ml/l. Resolution: 0.01 ml/l. Response time: 2 seconds.

2.3 Beam Transmission: Sea Tech, 25 cm path-length. Light source wavelength = 670 nm. Depth range 0–5000 m.

2.4 Downwelling Irradiance (PAR): Biospherical QSP-200L, logarithmic output, irradiance profiling sensor. Uses a spherical irradiance receiver (no cosine collector in use). Spectral response — equal quantum response from 400–700 nm wavelengths. Depth range: 0–1000 m. Used in conjunction with a Biospherical QSP-170 deck-board unit for measuring surface irradiance (PAR).

2.5 Fluorescence: Sea Tech SN/83 (plastic housing). Three sensitivity settings: 0–3 mg/m³ (used in BATS), 0–10 mg/m³, and 0–30 mg/m³. Excitation: 425 nm peak, 200 nm FWHM. Emission: 685 nm peak, 30 nm FWHM. The fluorescence unit is rated to 500 m depth and is only used on the shallow casts. Connecting the fluorescence unit requires disconnecting and rearranging some of the other instruments. The oxygen sensor is disconnected. The transmissometer is plugged into the dissolved oxygen sensor socket, and the fluorometer plugged into the transmissometer socket.

The temperature transducer and conductivity cell are returned to SeaBird approximately once/twice a year for routine calibration by the NWRCC. The dissolved oxygen sensor is
returned to SeaBird every six months for calibration; however, if the performance of the cell is found to be suspect, it is returned more frequently. The pressure transducer is calibrated less frequently and it is usual that this calibration is performed during complete CTD maintenance checks or upgrades at SeaBird.

3.0 Data Collection

The CTD package is operated as per SeaBird's suggested methods. The data from the package pass through a SeaBird deck unit and a General Oceanics deck unit before being stored on the hard disk of a PC-compatible portable computer. The CTD is powered with a single conducting electro-mechanical cable. This single conductor is unable to maintain power to the CTD during bottle fires. During this time, the CTD is kept at the desired depth for 90-120 seconds, after which time a software bottle marker is created. Following the mark, the bottle is immediately fired, which takes approximately 20 seconds during which time the CTD is depowered. Once power has returned to the CTD, the package is further maintained at depth for 120 seconds. After this period, the CTD sensors are found to be stable which permits the continuation of the upcast.

The data acquisition rate is 24 samples per second (Hz). The SeaBird deck unit averages these data to 2 Hz in real time. Averaging in the time-domain helps reduce salinity spiking. The 2 Hz data are subsequently stored on the PC. After each cast, a CTD log sheet is completely filled out (Figure 1). The ship's position is recorded directly from the GPS and Loran system. We use the Loran TD values rather than the Loran unit's calculated position which is not usually current. Relevant information such as weather conditions are added in the notes section.

The file naming convention used for BATS CTD data is as follows:

GF##C@@

## is the cruise number (e.g. 08 for the eighth BATS cruise)
@@ is the cast number on that cruise (e.g. 04 for the fourth cast)

The SeaBird software produces four files for each cast using the above BATS prefix convention. The four files are:

GF##C@@.DAT Raw 2 Hz data file, binary
GF##C@@.HDR Header file, lat, long, time, etc.
GF##C@@.CFG Configuration file, containing instrument configuration and calibrations used by the software
GF##C@@.MRK Mark file, a record of all parameters when each bottle is fired
After the cast is complete, these four files are immediately backed up onto floppy disks. SeaBird data acquisition and processing software are used during the cruise for preliminary observations of raw data. The programs are:

- **SEASAVE:** Display, recording and playback of data.
- **SEACON:** Entry of calibration coefficients and recording of the configuration.
- **SPLITCTD:** Split file into separate up and down casts.
- **BINA VG:** Bin averages existing SEASAVE data files and converts to ASCII text.

In addition, the matrix manipulation program Matlab (The Math Works, Inc., 21 Elliot Street South Natick, MA 01760 USA) is used for post-cruise calibration of data with the discrete samples.

### 4.0 Data Processing

Data processing can be done on a UNIX workstation or IBM compatible microcomputer using the SeaBird software and Matlab. The raw 2 Hz data are first converted to an ASCII format. At this stage, a pressure filter is applied which effectively eliminates all scans for which the CTD speed through the water column is less than 0.25 ms$^{-1}$. Each profile is then plotted and visually examined for bad data and spikes which are removed. The salinity and dissolved oxygen data are then passed through a 7 point median filter to systematically eliminate spikes. The oxygen data are further smoothed by the application of a 17 point running mean. The necessary sensor corrections are then applied to obtain a calibrated 2 Hz data stream (see below). Finally, for data submission and distribution, the data are bin averaged to 2 dbar resolution.

#### 4.1 Temperature Corrections

The SeaBird temperature sensors (SBE 3-O2/F) are found to have characteristic drift rates. The drift is a linear function of time with a dependency on temperature. For each cruise the calibration history of the sensor is used to determine an offset and slope value. The corrected temperature measurement is given by:

\[
T = T_u + D
\]

\[
D = a + b \times T_u
\]
where:

\[ T = \text{corrected in situ temperature (°C)} \]
\[ T_u = \text{uncorrected in situ temperature (°C)} \]
\[ D = \text{net drift correction} \]
\[ a = F(t), \text{drift offset correction (°C)} \]
\[ b = F(t), \text{drift slope correction (°C)} \]

4.2 **Salt Corrections:** The salinity calculated from the conductivity sensor is calibrated using the discrete salinity measurements collected from the Niskin bottles on the rosette. The samples from the entire cruise are combined to give an ensemble of 36 samples in the depth range 0-4200 m. The bottle salinity samples from the upcast are mapped to the downcast CTD salinity trace, at the temperature of the Niskin closure. These matched pairs from all associated casts are grouped together and used to determine a specific salinity correction. The deviation between the bottle salinity and CTD values is regressed against pressure, temperature and the uncorrected CTD salinity using a polynomial relationship:

\[
dS = R_0 + \sum_{i=1}^{l} A_i \left( \frac{P}{4300} \right)^i + \sum_{i=1}^{m} B_i \left( \frac{T}{30} \right)^i + \sum_{i=1}^{n} C_i \left( S_u \right)^i
\]

\[
S = S_u + dS
\]

where:

\[ dS = \text{model (measured bottle salinity - CTD salinity)} \]
\[ S = \text{calibrated salinity} \]
\[ R_0 = \text{offset} \]
\[ P = \text{gauge pressure (dbar)} \]
\[ T = \text{temperature (°C)} \]
\[ S_u = \text{uncorrected CTD salinity} \]
\[ A_i, B_i, C_i = \text{regression coefficients} \]
\[ l, m, n = \text{order of the polynomial functions (usually = 3)} \]

The order of each polynomial is modified for each cast to provide the best fit for the lowest order polynomial. The F-test indicates the statistical significance of the model. The \( r^2 \) value predicts the amount of variance explained by the model. The \( r^2 \) value and a graphical examination of the model residuals are used to determine the best form of the polynomial expression. The standard deviation of the residuals is
typically less than 0.003. The consequent regression relationship is used to modify the CTD salinity values from the downcast profile and the regression relationship is reported with the CTD data.

### 4.3 Oxygen Corrections

In early cruises, the oxygen sensor was calibrated before each cruise. Saturated water was made by bubbling air from a SCUBA tank through tap water for 5–10 hours. Oxygen free water was made by adding 3% sodium sulfite. The current (µA), temperature and barometric pressure were recorded for both solutions and entered into the SeaBird program OXFIT to calculate the calibration factors for the oxygen sensor. Nevertheless, the oxygen sensor gives a very poor fit to the bottle data, probably because of both pressure and temperature hysteresis effects. There are 36 replicate discrete oxygen samples from 0-4200 m. These oxygen samples from the upcast are mapped to the downcast profile at the temperature of the Niskin closure. These matched pairs from all associated casts are grouped together to determine a single equation for the complete depth range. The measured bottle oxygen values are regressed against temperature, pressure, oxygen current, oxygen temperature and oxygen saturation such that the CTD oxygen is directly predicted by the following equation:

\[
MO = R_0 + \sum_{i=1}^{l} A_i \left( \frac{P}{4300} \right)^i + \sum_{i=1}^{m} B_i \left( \frac{T}{30} \right)^i + \sum_{i=1}^{n} C_i (OC)^i + \sum_{i=1}^{o} D_i \left( \frac{OS}{300} \right)^i
\]

where:

- \( MO \) = model CTD oxygen
- \( R_0 \) = linear offset
- \( P \) = pressure (dbar)
- \( T \) = temperature (°C)
- \( OC \) = oxygen sensor current (µA)
- \( OS(T, p, S) \) = oxygen saturation value at measured temperature, salinity and pressure (µmolkg)
- \( A_i, B_i, C_i, D_i \) = regression coefficients
- \( l, m, n, o \) = order of the polynomial functions (1 = 3, rest usually = 2)
The order of each polynomial is determined by comparing successive fits until the correlation coefficients stabilize, and the residuals seem randomly distributed. The standard deviation of the residuals is typically less than 1.5 \( \mu \text{mol kg}^{-1} \).

4.4 Transmissometer Calibration. The transmissometer shows frequent offsets in deep water which indicate variations in its performance. The theoretical clear water minimum beam attenuation coefficient is 0.364 (Bishop, 1986). We assume that the minimum beam ‘C’ value observed at the BATS site in the depth range 3000-4000 m is representative of a clear water minimum. We equate this minimum value with the theoretical minimum to determine an offset correction. The correction is given by:

\[
\text{offset} = 0.364 - BAC_{\text{min}}
\]

where \( BAC_{\text{min}} \) = minimum beam ‘C’ for 3000 m<depth<4000 m. This offset is applied to the entire profile.

The Sea Tech transmissometers used on these cruises have had a series of problems, some of them associated with component failures on the deeper casts. Other problems are associated with the temperature compensation unit in the transmissometer. These temperature related problems give rise to a variety of suspect behaviors: 1) high surface values (well beyond normal) that correlate with the time of day (highest at noon), 2) exponential decay within and below the mixed layer, 3) linear or exponential decays in the permanent thermocline, and 4) high cast to cast variability, even in deep water. The ability to distinguish between genuine patterns and instrument problems can be difficult.

4.5 Fluorometer Calibration. The fluorometer returns a voltage signal that is processed by the SEASOFT software to a chlorophyll concentration. There is a standard instrument offset which is determined from the voltage reading on deck with the light sensor blocked off. There is a “scale factor” which is determined for each chlorophyll range. The BA TS fluorometer is scaled to read chlorophyll from 0 - 1.5 \( \mu \text{g l}^{-1} \).

In addition to the standard offset, there is a post cruise offset that is applied considering the measured chlorophyll concentration in the water column. This “field offset” is determined using the data from 250 m depth:

\[
\text{Field Offset} = \text{Extracted chlorophyll ( @ 250 m) - } \text{in situ fluorometer chlorophyll ( @ 250 m)}
\]
This offset procedure is applied to all of the CTD casts on that cruise. Further regression analysis of bottle chlorophyll versus fluorometry or HPLC chlorophyll can also be performed.

5.0 References


SeaBird Electronics, Inc. CTD Data Acquisition Software manual.
## CTD LOG SHEET

<table>
<thead>
<tr>
<th>Cruise:</th>
<th>Leg:</th>
<th>Station:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cast #:</td>
<td>Type:</td>
<td>Date:</td>
</tr>
</tbody>
</table>

### CTD status
- **time(LT)**
- **lat (1)**
- **long (1)**
- **system (1)**
- **lat (2)**
- **long (2)**
- **system (2)**

### in water
- **on deck**

### CTD Model

<table>
<thead>
<tr>
<th>Sensors (tick)</th>
<th>Serial number</th>
<th>Comments (offsets, performance, etc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cond</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Press</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oxy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trans</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPAR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Niskin

<table>
<thead>
<tr>
<th>Niskin #</th>
<th>Time tripped</th>
<th>Depth (M or db)</th>
<th>Desired depth (m)</th>
<th>Comments (misfiring, leaking, etc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Software version:

### Averaging scheme:

### Raw data Filename:

### Split Files:

### Plots created:

### Weather and Sea Conditions
- **wind speed:**
- **wind dirn:**
- **gusts:**
- **seastate:**
- **swell:**
- **local wind waves:**
- **sun intensity:**
- **cloud cover:**
- **air temp:**
- **rainfall:**
- **met. synopsis**

### Additional comments

Figure 1. Sample BATS CTD Log Sheet.
1.0 Introduction

The measurements described in the next chapters provide part of the core set of data for the scientists of JGOFS and the U.S.JGOFS Bermuda Atlantic Time-series Study (BATS). The continuous CTD data are calibrated by the bottle-collected salinity and oxygen data. Most of the techniques are standard and widely used. However, there are also numerous ways that the data can be inaccurate, from mechanical failure of the Niskin bottles to accidents in the laboratory. Since these kinds of problems are unavoidable, a lab must set up a series of procedures for checking the data both internally (consistency with the other similar data) and externally (consistency with historical data for the area and intercalibrations with other labs). These quality control methods are used primarily to evaluate the salinity, dissolved oxygen, dissolved inorganic carbon, and nutrient data, and to a lesser extent the particulate and rate measurements. The methods used in the BATS program are presented here as an illustration of a procedure that might be applicable to similar datasets.

The measures that BATS employs are a combination of formal and informal examinations of the data for inconsistencies and errors. The technicians who are making the measurements are well trained and make the same measurements month to month. They often spot an error in the data set as the number is being generated or as the data are entered into the computer. They know the values that they usually get at each depth and can spot many of the outliers. Such points are not automatically discarded. The identification of an aberrant result, either at this step or in the subsequent examinations, is only cause for rechecking the previous steps in the data generation process (sampling, analysis, data entry and calculation, etc.) for inadvertent errors. If no inadvertent error can be found, then a decision must be made. If the datum is out of the bounds of possibility the datum is likely discarded (see below).

The next step in data inspection is to graph the data with depth and visually examine the profile. At this step, aberrant points can also become evident as deviations from the continuity of the profile. These deviations are checked as above. The other analyses of samples from the same Niskin bottle are also examined to see if they all are aberrant, indicating that the bottle misfired or leaked. If a bottle appears to have leaked, all the measurements from that bottle are discarded, even if some of them appear to fall within the correct range.

Other graphical methods are also employed to examine the data. T-S diagrams are plotted and compared with historical data. Nutrients are plotted against temperature and density and against each other. Contour plots of a measurement on axes of potential density and time are particularly useful in identifying anomalous data and calibration errors. Nitrate-
phosphate plots have proved very useful in identifying both individual and systematic problems in those nutrient data.

The final examination procedure is the comparison with a carefully selected set of data called our QC windows. In our case, this is a data set compiled by G. Heimerdinger (National Oceanic Data Center) from a number of cruises to within 200 miles of Bermuda between 1975 and 1985. These are data that he believes are of high quality and also reflect the kinds of variation that would be seen at the BATS station. Salinity and oxygen are well represented in this data set, while nutrients are present for only four cruises. G. Heimerdinger is constantly expanding this QC data set. As the BATS data grows, we have compiled a second set of QC windows from BATS data to compliment G. Heimerdinger’s. The BATS data are graphically overlaid on both sets of the QC data and both systematic and individual variations noted and checked carefully as above. Similar data can be compiled to construct QC windows for other ocean regions. This may not be helpful in coastal areas with great variability.

The most difficult problems to resolve are small systematic deviations from the QC envelopes. We are unwilling to automatically discard every deviation from the existing data, especially when they can find no reason that a previously reliable analysis should show the deviation. If the measurements were meant to come out invariant, there would be no reason to collect new data. Therefore, some of the data that are reported deviate from the QC envelope and it is left to others to decide whether they agree with the values. These deviations are noted in the cruise summaries that accompany each data report. BATS does not flag individual values. In the WOCE program the data reporting system is different. All of the measurements are reported and each is accompanied by a quality flag (see WOCE Manual cited previously).

Finally, one must constantly expand the methods used to check data quality. For many measurements, BATS has added internal standards, sample carry-overs between months and other procedures to prevent accuracy and standardization biases from giving false temporal change. They are currently involved in a number of intercalibration/intercomparison efforts between the BATS lab and other laboratories that regularly make these kinds of analyses. The results of these intercalibrations (and other types of methods checks) are reported in regular data reports.
Chapter 5. Salinity Determination

1.0 Scope and field of application

This procedure describes the method for the determination of seawater salinity. The method is suitable for the assay of oceanic levels (0.005–42). The method is suitable for the assay of oceanic salinity levels of 2-42. This method is a modification of one published by Guildline Instruments (1978).

2.0 Definition

The method determines the practical salinity (S) of seawater samples which is based on electrical conductivity measurements. The Practical Salinity Scale 1978 (PSS 78) defines the practical salinity of a sample of seawater in terms of the conductivity ratio ($K_{15}$) of the conductivity of the sample at a temperature of 15°C and pressure of one standard atmosphere to that of a potassium chloride (KCl) solution containing 32.4356 g of KCl in a mass of 1 kg of solution.

3.0 Principle

A salinometer is used to measure the conductivity ratio of a sample of seawater at a controlled temperature. The sample is continuously pushed through an internal conductivity cell where electrodes initiate signals that are proportional to the conductivity of the sample. Using an internal preset electrical reference, these signals are converted to a conductivity ratio value. The number displayed by the salinometer is twice the conductivity ratio. The internal reference is standardized against the recognized IAPSO standard seawater.

4.0 Apparatus

*Guildline model 8400A Autosal Salinometer*. The Autosal has a 4 electrode cell which measures the conductivity ratio of a sample seawater in less than one minute. The salinity range of the instrument is about 0.005–42 and has a stated accuracy of ± 0.003 by the manufacturer. In practice, accuracies of 0.001 are possible with careful analysis.

5.0 Reagents

*IAPSO Standard Seawater*. Standard seawater for instrument calibration.
6.0 Sampling

Salinity samples are collected from Niskin bottles at all depths. These samples are collected after the oxygen and CO₂ samples have been drawn. The bottles used are 125 and 250 ml borosilicate glass bottles with plastic screw caps. A plastic insert is used in the cap to form a better seal. The remaining sample from the previous use is left in the bottles between uses to prevent salt crystal buildup from evaporation and to maintain an equilibrium with the glass. When taking a new sample, the old water is discarded and the bottle is rinsed three times with water from the new sample. It is then filled to the bottle shoulder with sample. The neck of the bottle and inside of the cap are dried with a Kimwipe. The cap is then replaced and firmly tightened. These samples are stored in a temperature controlled laboratory for later analysis (1-5 days after collection). Every six months the bottles are acid washed (1 M HCl), rinsed with deionized and Milli-Q water. After this cleaning they are rinsed five times with copious amounts of sample before filling.

7.0 Procedures

The samples are analyzed on a Guildline AutoSal 8400A laboratory salinometer using the manufacturer’s recommended techniques.

The salinometer is calibrated with IAPSO standard seawater. Two standards are run prior to running the samples. If those two standards agree, the samples are run. At the end of the run, two new standards are run to check for instrument drift. The drifts are generally found to be zero. Using this procedure, the instrument can give a salinity precision of ± 0.001-0.002.

8.0 Calculation and expression of results

The calculation of salinity is based on the 1978 definition of practical salinity (UNESCO, 1978). The following gives the necessary computation to calculate a salinity \( S \) given a conductivity ratio determined by the salinometer:

\[
S = a_0 + a_1 R_T + a_2 R_T^2 + a_3 R_T^3 + a_4 R_T^4 + a_5 R_T^5 + \frac{T - 15}{1 + kT - 15} \left\{ b_0 + b_1 R_T + b_2 R_T^2 + b_3 R_T^3 + b_4 R_T^4 + b_5 R_T^5 \right\}
\]
where:
\[
\begin{align*}
a_0 &= 0.0080  & b_0 &= 0.0005 \\
a_1 &= -0.1692 & b_1 &= -0.0056 \\
a_2 &= 25.3851 & b_2 &= -0.0066 \\
a_3 &= 14.0941 & b_3 &= -0.0375 \\
a_4 &= -7.0261 & b_4 &= 0.0636 \\
a_5 &= 2.7081 & b_5 &= -0.0144 \\
k &= 0.0162
\end{align*}
\]

\[R_T = \text{conductivity ratio of sample (}=0.5 \text{ salinometer reading)}\]
\[T = \text{bath temperature of salinometer} (\degree C)\]

\[
\begin{align*}
5 
\sum_{i=0}^{5} a_i &= 35.0000 \\
5 
\sum_{i=0}^{5} b_i &= 0.0000
\end{align*}
\]

for:
\[
\begin{align*}
-2 \degree C & \leq T \leq 35 \degree C \\
2 & \leq S \leq 42
\end{align*}
\]

9.0 Quality assurance

9.1 Quality control: The bottle salinities are compared with the downcast CTD profiles to search for possible outliers. The bottle salinities are plotted against potential temperature and overlaid with the CTD data. Historical envelopes from the time-series station are further overlaid to check for calibration problems or anomalous behavior.

9.2 Quality assessment: Deep water samples (>3000 m) are duplicated. These replicate samples are found to agree in salinity of ±0.001.

9.3 Regular intercalibration exercises should be performed with other laboratories.

10.0 References


Chapter 6. Determination of Dissolved Oxygen by the Winkler Procedure

SEE ATTACHED MODIFICATIONS FOR OXYGEN

1.0 Scope and field of application

This procedure describes a method for the determination of dissolved oxygen in seawater, expressed as \( \mu \text{mol kg}^{-1} \). The method is suitable for the assay of oceanic levels, e.g. 0.5 to 350 \( \mu \text{mol kg}^{-1} \) of oxygen in uncontaminated seawater and is based on the Carpenter (1965) modification of the traditional Winkler titration. As described it is somewhat specific to an automated titration system. A manual titration method is also described. There are currently alternative methods of assessing the endpoint (e.g., potentiometric) that give comparable precision, but these are not described here. This method is unsuitable for seawater containing hydrogen sulfide.

2.0 Definition

The dissolved oxygen concentration of seawater is defined as the number of micromoles of dioxygen gas (\( \text{O}_2 \)) per kilogram of seawater (\( \mu \text{mol kg}^{-1} \)).

3.0 Principle of Analysis

The chemical determination of oxygen concentrations in seawater is based on the method first proposed by Winkler (1888) and modified by Strickland and Parsons (1968). The basis of the method is that the oxygen in the seawater sample is made to oxidize iodine ion to iodine quantitatively; the amount of iodine generated is determined by titration with a standard thiosulfate solution. The endpoint is determined either by the absorption of ultraviolet light by the tri-iodide ion in the automated method, or using a starch indicator as a visual indicator in the manual method. The amount of oxygen can then be computed from the titer: one mole of \( \text{O}_2 \) reacts with four moles of thiosulfate.

More specifically, dissolved oxygen is chemically bound to Mn(II)OH in a strongly alkaline medium which results in a brown precipitate, manganic hydroxide (\( \text{MnO(OH)}_2 \)). After complete fixation of oxygen and precipitation of the mixed manganese (II) and (III) hydroxides, the sample is acidified to a pH between 2.5 and 1.0. This causes the precipitated hydroxides to dissolve, liberating the Mn(III) ions. The Mn(III) ions oxidize previously added iodide ions to iodine. Iodine forms a complex with surplus iodide ions. The complex formation is desirable because of its low vapor pressure, yet it decomposes rapidly when iodine is removed from the system. The iodine is then titrated with thiosulfate; iodine is reduced to iodide and the thiosulfate is oxidized to tetrathionate. The stoichiometric equations for the reaction described above are:

\[
\begin{align*}
\text{Mn}^{2+} + 2\text{OH}^- & \rightarrow \text{Mn(OH)}_2 \\
2\text{Mn(OH)}_2 + \frac{1}{2}\text{O}_2 + \text{H}_2\text{O} & \rightarrow 2\text{MnO(OH)}_2
\end{align*}
\]
2Mn(OH)$_3$ + 2I$^-$ + 6H$^+$ → 2Mn$^{2+}$ + I$_2$ + 6H$_2$O

I$_2$ + I$^-$ ↔ I$_3^-$

I$_3^-$ + 2S$_2$O$_3^{2-}$ → 3I$^-$ + S$_4$O$_6^{2-}$

The thiosulfate can change its composition and therefore must be standardized with a primary standard, typically potassium iodate. Standardization is based on the co-proportionation reaction of iodide with iodate, thereby forming iodine. As described above, the iodine binds with excess iodide, and the complex is titrated with thiosulfate. One mole of iodate produces three moles iodine, and amount consumed by six moles of thiosulfate.

IO$_3^-$ + 8I$^-$ + 6H$^+$ → 3I$_3^-$ + 3H$_2$O

I$_3^-$ + 2S$_2$O$_3^{2-}$ → 3I$^-$ + S$_4$O$_6^{2-}$

4.0 Apparatus

4.1 Sampling apparatus

4.1.1 Sample flasks: custom made BOD flasks of 115 ml nominal capacity with ground glass stoppers. The precise volume of each stopper-flask pair is determined gravimetrically by weighing with water. It is essential that each individual flask/stopper pair be marked to identify them and that they be kept together for subsequent use.

4.1.2 Pickling reagent dispensers: two dispensers capable of dispensing 1 ml aliquots of the pickling reagents. The accuracy of these dispensers should be 1% (i.e. 10 μl).

4.1.3 Tygon® tubing: long enough to reach from spigot to the bottom of the sample bottle.

4.1.4 Thermometers: one thermometer is used to measure the water temperature at sampling to within 0.5°C. Two platinum resistance temperature sensors are used to monitor the temperatures of the titrating solutions in the laboratory.

4.2 Manual titration apparatus

4.2.1 Titration box: a three-sided box containing the titration apparatus. The walls should be painted white to aid in end point detection.
4.2.2 Dispenser: capable of delivering 1 ml aliquots of the sulfuric acid solution.

4.2.3 Burette: a piston burette capable of dispensing 1 ml and 10 ml of KIO₃ for blank determination and thiosulfate standardization. An alternate, precisely calibrated dispenser may be used for these steps.

4.2.4 Magnetic stirrer and stir bars.

4.2.5 Burette: a piston burette with a one milliliter capacity and anti diffusion tip for dispensing thiosulfate.

4.3 Automated titration apparatus

4.3.1 Metrohm 655 Dosimat burette: a piston burette capable of dispensing 1 to 10 ml of KIO₃ for blank determination and standardization.

4.3.2 Metrohm 665 Dosimat Oxygen Auto-titrator. The apparatus used for this technique consists of a thiosulfate delivery system (the Dosimat) and a detector that measures UV transmission through the sample in a custom designed BOD bottle.

4.3.3 AST computer: The burette, endpoint detector and A/D convertor are controlled by an IBM compatible PC, in a system designed by R. Williams (SIO).

4.3.4 Dispenser: capable of delivering 1 ml aliquots of the sulfuric acid solution.

4.3.5 Magnetic stirrer and stir bars.

5.0 Reagents

5.1 Manganese (II) chloride (3M: reagent grade): Dissolve 600 g of MnCl₂·4H₂O in 600 ml distilled water. After complete dissolution, make the solution up to a final volume of 1 liter with distilled water and then filtered into an amber plastic bottle for storage.

5.2 Sodium Iodide (4M: reagent grade) and sodium hydroxide (8M: reagent grade): Dissolve 600 g of NaI in 600 ml of distilled water. If the color of solution becomes yellowish-brown, discard and repeat preparation with fresh reagent. While cooling the mixture, add 320 g of NaOH to the solution, and make up the volume to 1 liter with distilled water. The solution is then filtered and stored in an amber glass bottle.
5.3 **Sulfuric Acid (50% v/v):** Slowly add 500 ml of reagent grade concentrated H$_2$SO$_4$ to 500 ml of distilled water. Cool the mixture during addition of acid.

5.4 **Starch Indicator** (manual titration only): Place 1.0 g of soluble starch in a 100 ml beaker, and add a little distilled water to make a thick paste. Pour this paste into 1000 ml of boiling distilled water and stir for 1 minute. The indicator is freshly prepared for each cruise and stored in a refrigerator until use.

5.5 **Sodium Thiosulfate** (0.18 M: reagent grade): Dissolve 45 g of Na$_2$S$_2$O$_3$$\cdot$5H$_2$O and 2.5 g of sodium borate, Na$_2$B$_4$O$_7$ (reagent grade) for a preservative, in 1 liter of distilled water. This solution is stored in a refrigerator for titrator use.

5.6 **Potassium Iodate Standard** (0.00167M: analytical grade): Dry the reagent in a desiccator under vacuum. Weigh out exactly 0.3567 g of KIO$_3$ and make up to 1.0 liter with distilled water. Commercially prepared standards can also be used. One ampule of Baker’s DILUT-IT KIO$_3$ analytical concentrate solution is diluted 1:10 to create a 0.0167M stock solution. This solution is diluted 1:10 for titration use, 0.00167M. It is important to note the temperature of the solution so that a precise molarity can be calculated.

6.0 **Sampling**

6.1 Collection of water at sea, from the Niskin bottle or other sampler, must be done soon after opening the Niskin, preferably before any other samples have been drawn. This is necessary to minimize exchange of oxygen with the head space in the Niskin which typically results in contamination by atmospheric oxygen.

6.2 **Sampling procedure:**

6.2.1 Before the oxygen sample is drawn the spigot on the sampling bottle is opened while keeping the breather valve closed. If no water flows from the spigot it is unlikely that the bottle has leaked. If water does leak from the bottle it is likely that the Niskin has been contaminated with water from shallower depths. The sample therefore may be contaminated, and this should be noted on the cast sheet.

6.2.2 The oxygen samples are drawn into the individually numbered BOD bottles. It is imperative that the bottle and stopper are a matched pair. Two samples are drawn from each Niskin and the order of sampling is recorded.
6.2.3 When obtaining the water sample, great care is taken to avoid introducing air bubbles into the sample. A 30–50 cm length of Tygon® tubing is connected to the Niskin bottle spout. The end of the tube is elevated before the spout is opened to prevent the trapping of bubbles in the tube. With the water flowing, the tube is placed in the bottom of the horizontally held BOD bottle in order to rinse the sides of the flask and the stopper. The bottle is turned upright and the side of the bottle tapped to ensure that no air bubbles adhere to the bottle walls. Four-five volumes of water are allowed to overflow from the bottle. The tube is then slowly withdrawn from the bottle while water is still flowing.

6.2.4 Immediately after obtaining the seawater sample, the following reagents are introduced into the filled BOD bottles by submerging the tip of a pipette or automatic dispenser well into the sample: 1 ml of manganous chloride, followed by 1 ml of sodium iodide-sodium hydroxide solution.

6.2.5 The stopper is carefully placed in the bottle ensuring that no bubbles are trapped inside. The bottle is vigorously shaken, then reshaken roughly 20 minutes later when the precipitate has settled to the bottom of the bottle.

6.2.6 After the second oxygen sample is drawn, the temperature of the water from each Niskin is measured and recorded.

6.2.7 Sample bottles are stored upright in a cool, dark location and the necks water sealed with saltwater. These samples are analysed after a period of at least 6-8 hours but within 24 hours. The samples are stable at this stage.

7.0 Titration Procedures

The basic steps in titrating oxygen samples differ little regardless of whether one uses the manual or the automated procedure. First the precise concentration of the thiosulfate must be determined. Next the blank, impurities in the reagents which participate in the series of oxidation-reduction reactions involved in the analysis, is calculated. Once the standard titer and blank have been determined, the samples can be titrated.

The fundamental differences between the manual and automated titration methods are the means of endpoint detection (visual versus a UV detector) and the method of thiosulfate delivery. The auto-titrator rapidly dispenses thiosulfate. As the changes in UV absorption are noted, the rate is slowed, and finally the continuous addition is stopped. The endpoint is approached by adding ever-smaller increments of thiosulfate until no further change in absorption is detected, indicating that the endpoint has been passed. Standardization, blank determination, and sample analysis are described generically below for both methods, with specifics where warranted.
7.1 Standardization:

7.1.1 To one BOD bottle add approximately 15 ml of deionized water and a stir bar.

7.1.2 Carefully add 10 ml of standard potassium iodate (0.00167 M) from an “A” grade pipette or equivalent or the Metrohm 655 Dosimat. Swirl to mix. Immediately add 1 ml of the 50% sulfuric acid solution. Rinse down sides of flask, swirling to mix, thus ensuring an acidic solution before the addition of reagents.

7.1.3 Add 1 ml of sodium iodide-sodium hydroxide reagent, swirl, then add 1 ml of manganese chloride reagent. Mix thoroughly after each addition. Once solution has been mixed, fill to the neck with deionized water.

7.1.4 Titrate the liberated iodine with thiosulfate immediately. In the manual method, use the 1 ml burette to titrate the standard with sodium thiosulfate (approximately 0.18 M) until the yellow color has almost disappeared. Add 1–2 ml of the starch indicator, which should turn the solution deep blue to purple in color. Titrate until this solution is just colorless and then record room temperature. This titration should be reproducible to within ± 0.03 ml, once the varying BOD bottle volumes have been accounted for.

7.1.5 The automated titrator system delivers 0.2 N thiosulfate to the acidified standard solution and reads the change in UV light absorption in the solution. As the endpoint is approached, it delivers progressively smaller aliquots of thiosulfate until no further change in absorption shows that the endpoint has been reached. The endpoint is determined by a least squares linear fit using a group of data points just prior to the endpoint, where the slope of the titration curve is steep, and a group of points after the endpoint, where the slope of the curve is close to zero. The intersection of the two lines of best fit is taken as the endpoint. Reproducibility should be better than 0.01 ml l\(^{-1}\).

7.1.6 The mean value should be found from at least three and preferably five replicate standards, and standards should be run at the beginning, end, and periodically throughout the time that samples are being titrated.

7.2 Blank determination:

7.2.1 Place approximately 15 ml of deionized water in a BOD bottle with a stir bar. Add 1 ml of the potassium iodate standard, mix thoroughly, then add 1 ml of 50% sulfuric acid, again mixing the solution thoroughly.
7.2.2 Before beginning the titration add the reagents in reverse order: 1 ml of sodium iodide-sodium hydroxide reagent, rinse, mix, then 1 ml of manganese chloride reagent. Fill the BOD bottle to just below the neck with deionized water. Titrate to the endpoint as described for the standardization procedure.

7.2.3 Pipette a second 1 ml of the standard into the same solution and again titrate to the end point.

7.2.4 The difference between the first and second titration is the reagent blank. Either positive or negative blanks may be found.

7.3 Sample analysis:

7.3.1 After the precipitate has settled (at least 6-8 hours for the automated method), carefully remove the sealing water taking care to minimize disturbance of the precipitate. Wipe the top of the flask to remove any remaining moisture and carefully remove the stopper.

7.3.2 Immediately add 1 ml of 50% sulfuric acid. Carefully slide a stir bar down the edge of the bottle so as not to disturb the precipitate.

7.3.3 Titrate as described in the standardization procedure.

8.0 Calculation and expression of results

The calculation of oxygen concentration ($\mu$mol l$^{-1}$) from this analysis follows in principle the procedure outlined by Carpenter (1965).

$$O_2 (\text{ml/l}) = \frac{(R - R_{b/k})V_{IO_3} \cdot M_{IO_3} \cdot E}{(R_{Std} - R_{b/k})(V_b - V_{reg})} - DO_{reg}$$

- $R$ = Sample titration (ml)
- $R_{Std}$ = Volume used to titrate standard (ml)
- $R_{b/k}$ = Blank as measured above (ml)
- $M_{IO_3}$ = Molarity of standard KIO$_3$ (mol/l)
- $V_{IO_3}$ = Volume of KIO$_3$ standard (ml)
- $E$ = 5,598 ml O$_2$/equivalent
- $V_b$ = Volume of sample bottle (ml)
- $V_{reg}$ = Volume of reagents (2 ml)
- $DO_{reg}$ = oxygen added in reagents

8.1 The additional correction for $DO_{reg}$ of 0.0017 ml oxygen added in 1 ml manganese chloride and 1 ml of alkaline iodide has been suggested by Murray, Riley and Wilson (1968).
8.2 Conversion to \(\text{\(\mu\)}\text{mol/kg}\): To make an accurate conversion to \(\mu\text{moles/kg}\), two corrections are needed: (1) to correct for the actual amount of thiosulfate delivered by the burette (which is temperature dependent); and (2) to correct for the volume of the sample at its drawing temperature. Both calculations are undertaken automatically in many versions of software driven titration. Two pieces of information are required: (a) the temperature of the sample (and bottle) at the time of fixing; the reasonable assumption being that the two are the same; (b) the temperature of the thiosulfate at the time of dispensing. Some versions of the automatic titration may also call for \textit{in situ} temperature, as well as salinity, which allow for the calculation of oxygen solubility and thus the percentage saturation and AOU.

9.0 Quality assurance

9.1 Quality Control: For best results, oxygen samples should be collected in duplicate from all sample bottles. This allows for a real measure of the precision of the analysis on every profile. A mean squared difference (equivalent to a standard deviation of repeated sampling) is the measure of precision for these profiles. As this replication takes into account all sources of variability (e.g. sampling, storage, analysis) it gives a slightly larger imprecision than indicated by the analytical precision of the titration (e.g. repeated measures of standards in the lab). In addition, periodic precision tests are done by collection and analysis of 5–10 samples from the same Niskin bottle. This precision should be better than 0.01 ml l\(^{-1}\). Field precision can vary from 0.005 to 0.03 depending on the sea conditions and the performance of the auto-titrator. Samples are reduced to oxygen concentrations prior to the next cruise to identify degradation of the precision, before too many additional profiles have been collected.

9.2 Quality assessment: No absolute standard exists for oxygen analysis. Standards are made by gravimetric and volumetric measurements of reagent grade chemicals. Commercially prepared standards such as DILUT-IT can be used for comparison with the freshly made up standard in the lab. Standard solutions are relatively stable and provide an early warning of errors by changes in their titer. Profiles of oxygen are examined visually and numerically. At any depth where the replicates differ by 0.04 ml/l or greater, the samples are carefully scrutinized. The profile is compared with the historical profiles for consistency, particularly in the deep water. These profiles are also compared with the CTD oxygen sensor. Although CTD oxygen sensors are very imprecise and inaccurate, they provide a continuous record. Deviations from the general shape of the profile by a single oxygen sample is evidence of inaccuracy in the wet oxygen measurement.
10.0 References


Chapter 8. The Determination of Nitrite, Nitrate + Nitrite, Orthophosphate and Reactive Silicate in Sea Water using Continuous Flow Analysis

1.0 Scope and field of application


This suggested protocol provides a description of procedures which, when implemented by a competent analytical chemist, can provide high quality measurements of the concentrations of the nutrients, silicic acid, phosphate, nitrate plus nitrite, and nitrite in seawater samples. These procedures are not necessarily the only procedures which will meet this claim. Nor are they necessarily the best procedures to use for all oceanographic studies. They have been optimized to provide data to be used in open ocean, deep water, descriptive and modelling studies. Careful adherence to the protocol and methods outlined can facilitate obtaining data which can meet U.S. WOCE specifications (U.S. WOCE Office, 1989). However, to accomplish this requires a great deal of attention to detail and scrupulous monitoring of the performance of the CFA system. Although it only addresses four of the nutrients being measured in the Joint Global Ocean Flux Studies (JGOFS) program, it can serve as a basis for these analyses in part of that program. The JGOFS program primarily addresses euphotic zone experiments and observations. But it treats deep water column issues and sediment-water situations as well. For near-surface waters the concentration ranges of the nutrients are usually much lower than in most of the WOCE study areas. By adjusting experimental parameters the methods of this Protocol can be made considerably more sensitive for the near-surface work. For JGOFS work in deeper and near-bottom waters and in the Southern Ocean these methods are quite serviceable as they are presented.

2.0 Definition

Several conventions are used for denoting the nutrients discussed here: Silicic acid, phosphate, nitrate plus nitrite, and nitrite. Although some of these conventions are more precise than the abbreviated terms used in this suggested protocol, the authors beg the readers' sympathy with the need to be concise. A glossary of terms follows:
Aerosol-22 ≡ a proprietary surfactant, widely sold under this name
ASW ≡ artificial seawater
BPM ≡ bubbles per minute
Brij-35 ≡ a proprietary surfactant, widely sold under this name
CFA ≡ continuous flow analysis (or analyzer)
DIW ≡ deionized water
F/C, f/c ≡ flowcell
I.D. ≡ inside diameter (in reference to pump tubing)
I/F ≡ interference filter
IPH ≡ inches per hour (1 IPH = 7.06 x 10^{-4} cm•sec^{-1})
LNSW ≡ low-nutrient natural seawater
M ≡ molar (1 gram mole of solute / liter of solution) M or M
Nitrate ≡ dissolved reactive nitrate ion, NO_3^-
Nitrite ≡ dissolved reactive nitrite ion, NO_2^-
O.D. ≡ outside diameter (refers to glass or plastic tubing)
OSU ≡ Oregon State University
OTCR ≡ open tube cadmium reductor
Phosphate ≡ dissolved, reactive, inorganic ortho-phosphate ion, HPO_4^{2-}
psi ≡ pounds in^2 (1 psi = 6.895 x 10^3 Pa)
Silicic acid ≡ dissolved reactive ortho-silicic acid, Si(OH)_4. This undissociated acid is probably the most abundant species of silicic acid and its dissociation products present in seawater. Theoretically it accounts for approximately 80-90% of the silicic acid present in seawater with its first dissociation product constituting most of the remainder. A very small fraction might be present in low molecular weight polymers; however dimers, and probably, trimers are recovered by the method given.
≠ Silicate, dissolved silica, or sometimes “silica” (Used in this sense, “silica” is not correct chemical nomenclature. Silica denotes solid SiO_2!)
SIO-ODF ≡ Scripps Institution of Oceanography, Oceanographic Data Facility
SLS ≡ sodium lauryl sulfate, C_{12}H_{25}NaO_4S
μM ≡ micromolar (10^{-6} moles of solute/liter of solution)
3.0 Principle of Analysis

A Continuous Flow Analyzer (CFA) uses a multichannel peristaltic pump to mix samples and chemical reagents in a continuously flowing stream to automate colorimetric analysis. CFA's reduce technician error principally by treating samples and standards exactly alike and by precision in timing and proportioning of reagent addition. Segmenting the sample stream with air bubbles reduces mixing of adjacent samples and enhances mixing of the reagents within the sample stream. The segmented stream passes through a system of glass coils where mixing and time delays are accomplished. The sample-reagent mixture reacts chemically to produce a colored compound whose light absorbance is approximately proportional to the concentration of nutrient in the sample. Finally the absorbance is measured by a flow-through colorimeter located at the end of the flow path. The colorimeter output is an analog voltage proportional to absorbance.

A fundamental difference between manual and CFA procedures is that complete color development is not required with CFA. Since all standards and samples are pumped through the system at the same rate and in constant proportion to the color developing reagents, all samples and standards achieve virtually identical degrees of color development. This saves considerable time and is one reason for the higher speeds attainable with CFA systems. However, this aspect can introduce errors from any factor affecting the kinetics of color development, e.g. laboratory temperature. Laboratory temperature fluctuation historically has caused serious problems with the silicic acid analysis in particular. The modification described in this protocol greatly reduces the effect of ambient laboratory temperature.

In the Oregon State University (OSU) and Scripps Institution of Oceanography - Oceanographic Data Facility (SIO-ODF) programs, the Technicon AutoAnalyzer II (AA-II) and Alpkem Rapid Flow Analyzer (RFA-) systems have been used to determine the seawater concentrations of silicic acid, phosphate, nitrate + nitrite and nitrite since the early 1970's. The principles of these methods are only briefly described here. Operational details for each method are given in Section 8.

The phosphate analysis is a modification of the procedure of Bernhardt and Wilhelms (1967). Molybdic acid is added to the seawater sample to form phosphomolybdic acid which is in turn reduced to phosphomolybdous acid using hydrazine as the reductant. Heating of the sample stream is used to speed the rate of color development.

Nitrate + nitrite and nitrite are analyzed according to the method of Armstrong et al. (1967). At a buffered, alkaline pH the sample nitrate is reduced to nitrite in a column of copperized cadmium. The sample stream with its equivalent nitrite is treated with an acidic sulfanilamide reagent and the nitrite forms nitrous acid which reacts with the sulfanilamide to produce a diazonium ion. N-Naphthylethylene-diamine added to the sample stream then couples with the diazonium ion to produce a red azo dye. With
reduction of the nitrate to nitrite, both nitrate and nitrite react and are measured; without
reduction, only nitrite reacts. Thus, for the nitrite analysis no reduction is performed and
the alkaline buffer is not necessary. Nitrate is computed by difference.

The silicic method is analogous to that described for phosphate. The method used is
essentially that of Armstrong et al. (1967), wherein silicomolybdic acid is first formed
from the silicic acid in the sample and added molybdic acid; then the silicomolybdic acid
is reduced to silicomolybdous acid, or “molybdenum blue,” using stannous chloride as the
reductant. This method is quite sensitive to laboratory temperature. The method is also
nonlinear at high silicate concentrations, necessitating on-line dilution of samples from
deep and high latitude waters and/or correcting for the nonlinearity during data
processing. The OSU choice has been to dilute high concentration samples on-line by
using larger flow of a diluted molybdic acid reagent, while the ODF choice has been to
correct for the nonlinearity during data processing. An adaptation of the Armstrong et al.
method by Gordon et al. (in preparation) greatly reduces the effect of laboratory
temperature and improves linearity. This adaptation is presented here.

4.0 Apparatus

4.1 Continuous Flow Analyzers: This protocol covers use of either the Technicon
AutoAnalyzer -II or the newer Alpkem RFA-300 or Alpkem RFA-2 systems. In this
protocol, the abbreviation “CFA” refers to continuous flow analyzer systems includ-
ing both the Technicon and Alpkem systems. “AA-II” denotes the Technicon Instru-
mements Industrial AutoAnalyzer II systems and “RFA” denotes both the RFA-300 and
RFA-2 systems collectively or separately. All operational and chemical consider-
ations apply equally to both RFA’s. The AA-II and RFA systems tested gave compa-
rable results for the same natural seawater samples to which known additions of
nutrients had been made. This remained valid upon comparison of contemporary
depth-water data obtained with the RFA systems with historical data of modern qual-
ity obtained in the same area using the AA-II. The criterion for “comparable results”
is agreement within routinely achieved precision, namely the WOCE specifications
for nutrient precision.

The Alpkem systems have the advantage of speed (ca. a factor of two), lower con-
sumption rate of reagents and seawater samples (ca. a factor of four or more) and
somewhat lower space requirements for the RFA-II. However the Technicon AA-II
hardware is somewhat more reliable and robust and permits longer pathlengths for
greater sensitivity for phosphate. Unfortunately, the longer pathlengths and more
primitive flowcell designs of the AA-II add to the magnitudes of the corrections for
refractive index differences between pure water and seawater.

Both lines of equipment include an automated sampler that introduces the seawater
samples into the analytical system at precise intervals. It separates the samples by
introducing for short periods of time a “wash” consisting of low nutrient seawater or artificial seawater having low nutrient content. The effect of the wash is to provide a low-concentration marker (generally a negative-going “spike”) between samples and between standards. It serves little useful purpose as an actual “wash” of the system.

The next major component is a peristaltic pump that simultaneously pumps samples, reagents and air bubbles through the system. The pump is the analog of the chemist who pipets reagents into samples in manual methods. The analytical “cartridges” are systems of injection fittings, helical mixing coils and heating baths. Figure 8.1 schematically illustrates the general components of a CFA.

![Figure 8.1. A generalized continuous flow analyzer, schematic picture.](image)

For satisfactory results the components must be arranged with several ideas in mind. First, the pathlengths between sampler and pump, pump and analytical “cartridges,” etc. must be kept as short as possible. This is especially true of parts of the flow streams that are not segmented by air bubbles, e.g. the lines between the sample “sipper” and the pump.1 Otherwise excessive mixing between adjacent samples and between samples and wash water results. Second, all components should be arranged in a near horizontal plane. This is especially true of the relationships between the sample sipper tube, the flow stream “waste” outlets and the levels of reagents in the reagent reservoirs. Thus, it is not good practice to locate reagent reservoirs on shelves over the CFA, or drain waste tubes of small diameter into receptacles on the floor. The objective is to avoid large hydraulic pressure heads along the flow stream.

---

1. The “sipper” is a ca. 1 mm I.D. stainless steel tube that dips into the successive sample containers on the sampler tray under control of the sampler timing circuit.
Large hydraulic heads promote noisy output signals. A third point is to avoid “dead volumes” in the flow channels. These can be introduced by debubblers, voids in butt joints between ends of tubes, and unnecessarily large inside diameter tubing. The solutions are to avoid debubblers if not absolutely required, to cut the ends of pieces of connecting tubing square and make certain they are tightly butted together (and stay that way) and tight in their sleeves, and to use no longer connecting tubing than necessary. Voids at joints between connecting tubing and glass fittings are notorious for disrupting bubble patterns.

Regular bubble patterns are necessary for noise-free output signals. Achieving good bubble patterns primarily depends upon maintaining a clean system. Appropriate wetting agents at proper concentrations are also vitally important in most of the analyses. Excessively high temperatures of heating baths can also seriously disrupt bubble patterns.

4.2 Volumetric Laboratory Ware:

All volumetric glass- and plastic-ware used must be gravimetrically calibrated. Plastic volumetric flasks must be gravimetrically calibrated at the temperature of use within 2-3K. Temperature effects upon volumes contained by borosilicate glass volumetric ware are well documented and volumes at normally encountered ship and shore laboratory temperatures can easily be computed from any usual calibration temperature (e.g. Kolthoff et al., 1969; Weast, 1985).

A note about the use of glass volumetric ware and contamination of standard solutions by dissolution of the glass is in order. In response to reviewers' comments to an earlier draft of this manual the OSU group has collected data on dissolution rates of Pyrex- volumetric flasks. This group of flasks gave initial dissolution rates of 0.03 to 0.045 μM silicic acid per minute into LNSW and virtually no dissolution into DIW. Note that these data apply to the set of flasks tested and these flasks have had a varied history of prior use in the OSU laboratories. Prior leaching by acid solutions, for example might profoundly influence the dissolution rate.

Because of the marked superiority of Pyrex flasks to plastic with respect to thermal expansion and because of the very slow attack by DIW, Pyrex is recommended for preparation of the concentrated “A” and “B” standard solutions (the OSU “ABC” standard solution nomenclature is explained in Section 7). Exposure time to the Pyrex is kept to minimum. The details of use of glass and plastic ware for standard preparation are given in Section 7.

4.2.1 Volumetric flasks. Volumetric flasks of NIST Class A quality, or the equivalent, should be used because their nominal tolerances are 0.05% or less over the size ranges likely to be used in this work. Class A flasks are made of borosilicate glass and as just noted, the standard solutions are transferred to plastic bottles as quickly as possible after they are made up to volume and
well mixed in order to prevent excessive dissolution of silicic acid from the glass. High quality plastic (polymethylpentene, PMP, or polypropylene) volumetric flasks must be gravimetrically calibrated and used only within 2-3K of the calibration temperature.

Plastic volumetric flasks must be of ISO class 384 tolerance. **N.B. All volumetric flasks, including Class A, must be weight calibrated before use!**

Occasional calibration errors are made by manufacturers. Handbook tables make the computation of volume contained by glass flasks at various temperatures other than the calibration temperatures quite easy (e.g. Weast, 1985). Because of their larger temperature coefficients of cubical expansion and lack of tables constructed for these materials, the plastic volumetric flasks must be gravimetrically calibrated over the temperature range of intended use and used at the temperature of calibration within 2°C. The weights obtained in the calibration weighings must be corrected for the density of water and air buoyancy. **The gravimetrically calibrated volumes must be used in computing concentrations of standard solutions.** The volumes of plastic volumetric flasks calibrated in the OSU laboratory have been stable over several years' time. However, it is recommended that each volumetric flask be recalibrated once after an interval of ca. six months and annually after that in order to accumulate good replicate calibration data.

Use of uncalibrated plastic volumetric ware and lack of attention to solution temperature at the time of making up standards can lead to aggregate errors on order of three percent or even more.

4.2.2 **Pipets and pipettors.** All pipets should have nominal calibration tolerances of 0.1% or better. These too must be gravimetrically calibrated in order to verify and improve upon this nominal tolerance.

Up to this time two commercial pipettors have proven to provide adequate precision for WOCE nutrient work in the experience of the OSU group. The first is the U.S.-made Lab Industries Standard REPIPET which dependably provides 0.1% precision. To achieve 0.1% accuracy the REPIPET must be gravimetrically calibrated; because its volume adjustment has been known to shift slightly it must be regularly recalibrated during and after a cruise. Considerable skill which can be attained with practice is required to achieve the 0.1% precision. Because REPIPETs employ a glass syringe they contaminate with silicic acid unless certain precautions are taken. A plastic reservoir prevents contamination from that source. Flushing the syringe three or four times by dispensing to a waste receptacle immediately before use removes contaminated solution from the syringe.

The second high precision pipettor readily available in the U.S.A. is the Eppendorf Maxipettor. Its specifications claim 0.05 to 0.1% precision and accuracy in delivery volumes ranging from 10 to 1cc, respectively. These
specifications apply to use with special, “positive displacement” tips individually calibrated with a matched pipettor. The pipettors and tips must be serially numbered and correct matching maintained during use. Gravimetric calibrations performed by five analysts and technicians of varying skill levels and with four different pipettors and dozens of tips have shown that these specifications are credible. These pipettors should nevertheless be gravimetrically calibrated by each analyst who will use them to verify accuracy for each new pipettor and set of tips and to ensure that each analysts skill with the pipettor is adequate. Because the wetted parts of the Maxipettor are plastic, contamination with silicic acid is not a problem.

There are undoubtedly other commercially available pipettors that have sufficiently high precision and accuracy for this work. However we have not certified any others as of the time of this writing. Other nominations are welcome, particularly when accompanied by qualifying data.

Volumetric, borosilicate glass transfer pipets of the Mohr type are no longer recommended for preparation of reference or calibration standards in the WOCE Hydrographic Program (WHP). There are several reasons for this. Their accuracy and precision, with the most skillful use and gravimetric calibration, do not match those of the Eppendorf Maxipettor. Under marginal conditions of sea state it becomes difficult to maintain the attention to detail in their use required for acceptable accuracy and precision. Being glass and of awkward dimensions they are susceptible to breakage. Breakage at sea makes it impossible to recalibrate them should an error in their calibration be suspected. Maxipettors appear to be remarkably insensitive to operator technique and are quite robust.

4.2.3 Calibration of pipets at sea. This is dependent upon the particular volumetric ware being used. Because their delivery volume settings can slip, REPIPETs must be calibrated once every week to ten days to detect possible changes in delivery volume. At-sea “calibration” is done by dispensing replicate deliveries into glass ampules and sealing the ampules with a oxygen-gas torch. Care must be taken not to evaporate any of the water delivered, for instance from a drop deposited in the neck of the ampule. The ampules are returned to the shore lab where the volumes delivered are weighed and the delivery volumes calculated and checked. This is done as quickly as possible after the end of the cruise.

Note that during this step it is not important that glass drawn off from the ampule neck be saved. It may be discarded. However, when the final opening, rinsing and drying of the ampules is performed after obtaining their gross weights considerable care must be taken. One must not only not lose any fragments of glass when cracking off the necks but must keep each paired broken-off neck and parent ampule together. This can be done by
assigning each ampule and broken-off neck to their own numbered and tared container such as a borosilicate glass Petri dish. The opened and rinsed (DIW) ampules, necks and their Petri dishes are dried in an oven at 105-110 °C overnight, cooled to room temperature and reweighed.

4.3 Other Laboratory Ware. For the remaining laboratory ware the main requirements are convenience, scrupulous cleanliness, and guarding against exposure of either standard solutions or silicic acid reagents to contamination by glass dissolution. Unpublished results of work here at OSU and at the U.S. Geological Survey in Menlo Park, California, indicates that an effective method for cleaning and maintenance of standard and sample bottles is by use of acetone (Gordon et al., unpublished results; S.W. Hager, personal communication) or 10% HCl (Gordon et al., unpublished results). The acetone procedure consists of rinsing once or twice with DIW to remove most dissolved salts, rinsing once with acetone, rinsing with DIW two or more times and finally storage until next use, “shaken dry” and capped. For the HCl procedure simply rinsing with the HCl followed by thorough rinsing with DIW and storage as for acetone treatment suffices. The HCl procedure avoids the fire and toxicity hazard of acetone use.

Regular cleaning of storage containers reduces variance in the analytical results, i.e., samples degenerate more slowly in well maintained bottles than in dirty ones. Similar cleaning procedures using isopropyl alcohol or DIW instead of acetone or dilute acid did not maintain low variance after storage.

5.0 Reagents

In general all reagents must be of very high purity. Terms denoting adequate purity in the U.S.A. include “C.P. (Chemically Pure) Reagent Grade,” “Analytical Grade,” “Analyzed Reagent Grade” and others.

N.B. When weighing and packaging “preweighed” reagents or “preweighs” for work at sea it is imperative that the label of each preweighed container contain the name of the manufacturer and lot number from the label of the original container. Further, when making up the actual reagent solutions, it is imperative that all of the information contained on the label of the preweighed package be copied into the laboratory notebook. The analyst must also note the time and date of reagent preparation and the time and date when its use is begun. Such information can be invaluable for tracing sources of problems arising from “bad batches” of reagents or improperly formulated or weighed reagents.

Special considerations apply for chemical reagents to be used for standard materials because some candidate materials are not available in sufficient or known purity or they may be unstable with time. For example, assays of nitrite salts given by reagent manufacturers are commonly in the range of 95-96%. The assays are often given to 0.1%
but the figure is really a minimum guaranteed value and not necessarily precise or accurate; nitrites are unstable salts. Fortunately, nitrite concentrations in the oceans are generally low and the required analytical precision is usually only on order of 2-5% of water column maxima at best. When an assay is given on the reagent bottle one may use that value to adjust the weights taken. Reported nitrite concentrations using this procedure therefore might be biased by ca. one percent, a figure we regard as acceptable for nitrite. If one could assure that the reduction efficiency of the cadmium reductor of the nitrate channel were nearly 100%, the nitrite assay could be checked by passing the nitrite standard through the nitrate channel. Unfortunately, the efficiency of the cadmium reductor is usually checked by comparing the responses of the nitrate channel to nitrite and to nitrate standards, making this difficult. Note that no precision or accuracy specification has been adopted for nitrite concentration in the U.S. WOCE hydrographic program (U.S. WOCE Office, 1989, p.30).

In the WOCE Hydrographic Program the objective for silicic acid precision is much stricter. Although the specified objective is only 3% precision and accuracy, several laboratories routinely achieve short-term, within-laboratory precision of a few tenths percent (Weiss et al., 1983). Hence it would seem desirable to achieve accuracy in preparation of standards to this level. The goal of the protocols and methods set forth in this Suggested Protocol is on order of 0.1% for accuracy and precision of standard preparation. Even though sodium fluosilicate is a convenient and reproducible material for producing working standards to calibrate the CFA, it is not available in sufficient purity to function as a calibration standard on its own. Individual batches from the same or different manufacturers differ in equivalent silicic acid content by as much as 3% or more. Therefore, although fluorsilicate may be used as a routine calibration standard, its composition must be assayed by comparison with standards prepared by fusion of very pure silicon dioxide.

Sufficient replicate comparisons of pure silicon dioxide (SiO\textsubscript{2}) with replicate standards prepared from sodium fluosilicate must be made to assure adequate confidence in the assay. Extremely high purity SiO\textsubscript{2} is available from suppliers to the semiconductor industry; more than 99.9% purity is readily available at modest cost. (It must be dried by ignition at high temperature following manufacturers’ specifications in order to meet this purity criterion.)

A suitable procedure is given by Kolthoff et al. (1969, p. 651). This procedure is followed as far as the dissolution of the fusion cake. At that point the solution is diluted to a precise volume and a suitable aliquot is diluted to a working concentration. This concentration should be similar to that of a fluorsilicate working standard made from the fluorsilicate reagent to be assayed. Finally, the solutions are compared using the method given in this Protocol. Once a bottle of silicofluoride has been so assayed it may be used for years if care is taken to prevent contamination. \textbf{N.B.} At the outset of the assay process the
fluorosilicate should be mixed thoroughly using a scrupulously clean metal spatula to assure homogeneity.

5.1 *Deionized Water.*

Dependable, pure water is an absolute necessity for the nutrient work. It may be double distilled water (DDW) or deionized water (DIW). In the case of DDW, the analyst must be careful to avoid contamination with silicic acid from dissolution of quartz or glass stills, connecting tubing or reservoirs. There are several high quality, commercially available systems that consistently deliver high purity DIW having 18.0 Megohm-cm specific resistance or better (American Society for Testing and Materials, or ASTM, Type I). These systems generally employ four steps including a prefilter, a high capacity resin cartridge and two tandem, ultrahigh purity, mixed-bed cartridges. This water suffices for preparation of reagents, higher concentration standards and for measurement of reagent and system blanks.

To be certain of an adequate supply of DIW or DDW at installation time in the shipboard laboratory it may be necessary to obtain reliable DIW or DDW supply from a local laboratory or vendor, perhaps 50 l or more. This supply may have to last through the first few days at sea while purer water from the ship's evaporator (distilling system) flushes shore water out of ship's storage tanks. In port water supplies are notoriously impure and can rapidly exhaust the very expensive cartridges in a demineralizer system. Furthermore, the high concentrations of silicic acid present in many coastal fresh waters cause some silicic acid to pass through many commercial water purification systems. Often it is best to obtain feed water for the laboratory deionizer system directly from the ship's evaporator if possible. The analyst must check the water immediately for possible contamination by phosphate and/or silicic acid. These are common ingredients in formulations for cleaning and eliminating boiler scale in evaporators.

5.2 *Low-Nutrient Seawater (LNSW):* Final, working, or calibration standards are best prepared using natural seawater of low nutrient content as the matrix. Given the complex composition of seawater, there are manifold possibilities of interferences by exotic constituents. An inherently dependable way of compensating such errors is to make the working standards in a matrix as close in composition to the unknown samples as possible. Fortunately, low nutrient seawater is abundantly available in open ocean, central gyres in the late spring and summer. Ideally, it should be collected and filtered through a filter having a pore size of 10 μm or smaller and then be stored in the dark for several months to stabilize. Filtration and storage are not absolutely necessary, but more consistent day-to-day results will result from use of filtered and aged seawater. The accuracy and precision of working standards will not suffer markedly using fresh, unfiltered seawater if the time between preparation and use of the standards is kept short, less than two or three hours, to avoid significant change.
The nitrate and silicic acid concentrations of the LNSW should be less than ca. 5 \( \mu M \) to avoid driving the total concentrations of these nutrients significantly out of the concentration range for which the nonlinearity has been measured.

6.0 Sampling

Two factors dictate nutrient sampling procedures; the range of concentrations of nutrients present in the oceans, from extremely low to only moderate concentrations, and the biochemical and chemical reactivity of the nutrients present in seawater.

The extremely low concentrations present in oligotrophic surface waters of central gyres in spring and summer can be contaminated seriously during sampling and sample storage. Microbial films form on sampler and sample bottle walls in very short times, hours to a few days. Such films can take up or release nutrients significantly.

The nutrients vary widely in biochemical and \textit{in vitro} reactivity. Nitrite and phosphate are the most labile while silicic acid appears to be the least reactive. Nitrite concentrations in seawater samples and standard solutions often change markedly in a few hours under common storage conditions. Yet silicic acid samples and standards can often be stored at room temperature (in the dark) for days with little detectable change.

At the beginning of every cruise leg and at approximately weekly intervals or more often if indicated, the water samplers (usually 10L Niskin samplers in the WHP) must be inspected for evidence of biological or inorganic films on the interior walls, valves or end caps. A powerful flashlight or work light is necessary for this. Watch especially for iron rust staining on walls near the points where sampler handles are installed and on the end caps where coatings on springs may have worn through allowing the spring to corrode. If present the rust stains must be removed with 8\( M \), or stronger, HCl. Springs whose coatings have worn through must be replaced and any other sources of rust must be eliminated or adequately protected from corrosion. Check with the hydrographic technicians for components and assistance. Accumulated microbial films should be removed using suitable brushes, scouring agents and detergent solutions. The scouring agents and/or detergents used must be checked to be certain they are nutrient-free.

6.1 Nutrient Sample Containers.

These may be made of any of several plastics. Glass of any kind including “resistance glass” or “borosilicate glass” is not acceptable. Any glass contaminates the samples with silicic acid by easily measurable dissolution. 30cc (1oz.) high density polyethylene or polypropylene small mouth bottles (“Boston Rounds”) serve very well. These bottles, when filled ca. 2/3 full, contain ample water for either the AA-II or the RFA. Many laboratories have shown these bottle materials to be acceptable;
they neither add nor remove nutrients from seawater samples. Before using them for the first time they are easily cleaned with warm detergent solutions but again, one must avoid nutrient-containing detergents. Some workers find 50cc screw-capped, plastic centrifuge tubes more useful. The particular plastics in these tubes should be checked for possible interferences such as adsorption of phosphate from the samples.

The sample bottles or other containers must be cleaned frequently to prevent nutrient uptake or release from microorganisms that colonize the inside surfaces. Experiments were conducted at sea, aimed at reducing variance in the data that arise from this source particularly if samples have to be held for a time before analysis, with or without refrigeration. Cleaning at least once every four days with acetone or dilute acid following a procedure such as that in Section 4.3 significantly reduced variance in replicate samples. The experiments also showed that rinsing with DIW or isopropanol is not effective in stopping the activities of these microorganisms.

After cleaning the bottles may be stored filled with DIW or shaken nearly dry and stored in that condition. They must not be stored filled or partially filled with seawater! At the very least the seawater remaining after analysis should be poured out and the bottles shaken dry.

6.2 Sampling Order, Procedure and Precautions.

In the WOCE Hydrographic Program the nutrient samples are to be drawn immediately following the tritium samples and just before the salinity samples for CTD calibration (Joyce et al., 1991) making them the ninth set of samples drawn. In general, drawing the nutrient subsamples immediately after the samplers arrive on deck is not critically important. It is certainly less so than for some of the dissolved gases (e.g. dissolved oxygen, CFC's and other trace gases such as nitrous oxide and carbon monoxide). The nutrients should be sampled before the tritium samples if possible. This can save up to one hour of nutrient decomposition time. In any case, the analyst should not waste any more time at this stage than is necessary especially because perhaps an hour will have already been lost while the other preceding samples have been drawn. One should try to keep the interval between arrival on deck and start of analysis to less than an hour and a half if possible. When no other gas or tracer samples than dissolved oxygen are to be taken, the nutrients immediately follow oxygen sampling. When practical, preliminary start-up of the CFA should be done before actually beginning the nutrient sampling in order to keep the delays to a minimum.

The sampling procedure is important. Sample containers must be rinsed three times with approximately 10-15cc of sample, shaking with the cap loosely in place after drawing each rinse. Pour the rinse water into the cap to dissolve and rinse away any salt crusts remaining from earlier sampling and trapped in the threads of the cap. Finally, fill the sample container ca. 2/3 to 3/4 full and screw the cap on firmly.
During sampling care must be taken not to contaminate the nutrient samples with fingerprints. Fingerprints contain measurable amounts of phosphate. Thus one should not handle the end of the sample draw tube, touch the inside of the sample bottle cap or any place on the sample bottle neck. Another point to watch while sampling is not to let the nutrient samples be contaminated with seawater, rainwater or other spurious material dripping off the rosette or water samplers.

Immediately upon completion of the nutrient sampling take the samples to the analytical laboratory and begin the analyses as quickly as possible. Again, if possible, have the CFA running with reagents flowing before going to collect the samples. Often the preliminary blank and standard sequences can be programmed into the analyzer during waiting periods while sampling. In a series of observations, phosphate concentrations changed by 0.005 µM/hr for Antarctic waters while sitting in the sampler tubes on the analyzer sampler (Gordon and Dickinson, unpublished data).

6.3 Sample Storage.

Nutrient samples must be analyzed immediately after sampling if at all possible! The only exception is if the CFA is not functioning correctly. Refrigeration of nutrient samples is not effective for more than an hour or two. Refrigerator temperatures are not low enough to stop growth of many marine organisms, those which grow optimally at typical deep-sea temperatures of 1-4°C. To be sure, growth is slower at lower temperatures but it is in general not stopped. This problem may or may not appear with some water samples from particular regions of the oceans and with varying degrees of cleanliness of the nutrient sample bottles. There has not been a great deal of quantitative data published on this subject (but see Gilmartin, 1967; Grasshoff et al., 1983; Macdonald et al., 1986; Chapman and Mostert, 1990). However most analysts agree that whenever possible natural seawater samples should be analyzed for nutrients as quickly as possible after collection. Sample storage is to be avoided in the WOCE hydrographic program where accuracy and precision are of highest priority (Group of Technical Experts on Nutrient Analysis, 1988).

As a last resort, if the CFA is not operable and it appears that it can be repaired within less than eight or perhaps up to 12 hours, the samples can be refrigerated in the dark at 4 °C or less. Should this happen, it must be noted in the laboratory notebook and/or on the sample log sheets. In general, the resulting variance and accuracy will suffer.

If longer storage is necessary samples should be frozen as soon after collection and as rapidly as possible. Before freezing ensure that no sample bottles are filled more than 3/4 full and all caps are firmly screwed on because loss of brine can cause extreme systematic errors. If a freezer is used, it should be a deep freezer (t ≤ -20°C). Good air circulation around the bottles in the freezer is important. An open wire rack is preferable to wooden trays. Ensure that the sample bottles remain upright while
freezing and while in storage. Again, loss of unfrozen brine will be fatal to good results. Errors on order of 100% can result! Often, when a low temperature freezer is not available, a better freezing method is to use an ice-salt bath and later to transfer the samples to the storage freezer. Another expedient is to use an anti-freeze solution in a bath in the ordinary freezer to improve heat transfer rates during the freezing step. Nutrient samples continuously degrade during frozen storage. Analyze them as soon as possible. Keep a maximum-minimum recording thermometer in the storage freezer to detect otherwise unnoticed, thawing temperatures that might occur before analysis. As a final note, samples should be frozen only as a last resort, when they cannot be analyzed within 8-10 hours of collection.

**Important:** To thaw frozen samples for analysis use a tepid water bath (ca. 40°C) and thaw the samples in less than 15 minutes; no more at a time than can be accommodated by the CFA, perhaps 5-10 at a time. A running (cold) water bath is also satisfactory if the samples can be thawed within 15 minutes. In either case take care not to contaminate the samples with the water used for thawing; make certain the caps are screwed on firmly and try to keep the bottles upright with the caps above the water line in the bath. Also important—be certain to mix the samples thoroughly after thawing in order to mix the supernatant, fresher water completely with the concentrated, underlying brine that was formed by the freezing. Otherwise, errors can exceed 300% depending upon vagaries of geometry of the CFA sampler, ship motion and other conditions.

If silicic acid concentrations exceed ca. 40μM the samples will have to be saved after the first pass through the CFA and re-analyzed after standing for 24 hr. Silicic acid numbers will be biased low for the first pass. Store the samples in the dark at room temperature to allow polymerized silicic acid to depolymerize. Then, mix the samples thoroughly again before analysis.

### 7.0 Procedures and Standardization:

#### 7.1 Calibration Protocol.

This protocol is designed for calibration of the continuous flow analyzer (CFA) systems to be used for nutrient analyses in WOCE and JGOFS. It assumes that working standard solutions for calibration of the analyzers will be prepared by dissolution at sea of pure, crystalline standard materials, pre-weighed ashore, followed by dilution to appropriate, working concentrations (described in Sections 7.2-7.4). Efforts have been made in the OSU laboratory to prepare stable working calibration standards at oceanic concentrations that can be prepared ashore prior to an expedition, shipped to the expedition ports and stored with integrity for several months. These efforts have not been successful. Therefore this protocol continues the scheme of preweighing and packaging the dry, crystalline standard materials and making the working standard solutions at sea.
The procedure given here consists of first preparing a set of “A” standards using precisely weighed (to ±0.1 mg) primary standard materials (phosphate, nitrate, nitrite) dissolved in DIW and made up to accurately known volumes. The weights taken must be corrected to in vacuo. The nominal weights given here for standard preparation are NOT in vacuo weights. The correction is approximately 0.1%. The buoyancy correction should be calculated for the laboratory conditions of atmospheric pressure, temperature and humidity occurring at a given institution. It will be essentially constant and one value for the correction factor can probably be used at all times. However, this should be checked for each set of laboratory conditions. For all WOCE work and deep-water work in JGOFS, standard concentrations must be calculated for the exact weights taken, not the nominal weights.

Nitrite A standards are made separately but phosphate and nitrate may be made up as a single, mixed A standard. A “B” standard is next prepared by dissolving a pre-weighed silicic acid standard material in DIW, adding an aliquot of mixed or aliquots of single phosphate and nitrate A standard(s) and making the solution up to an accurately known volume. Finally, an aliquot of the B standard together with an aliquot of the nitrite A standard is added and the solution is made up to working, calibration-standard concentrations, or “C” standards, at typical, oceanic concentrations using LNSW. The working standards are thus mixed standards containing all four nutrients. Note that whether or not nitrite is present in the mixed standard appreciable systematic errors in the nitrate results can occur under certain conditions. These conditions are discussed in the section on nitrate analysis.

The proportions of the different nutrients in the standards may need to be adjusted to approximate ca. 80 ± 10% of their maximum concentrations in the ocean basin to be studied. This may be done by adjusting the weights of primary standard materials taken or the volumes of A standards pipetted into the B or working C standards, as appropriate. The proportions to be used must be decided before beginning a cruise leg and not changed during the leg.

To summarize the standard solution nomenclature:

   *A standard*: stock standard solution containing primary standard nitrate, phosphate, or nitrite prepared in DIW. It may contain both nitrate and phosphate.

   *B standard*: stock standard solution containing aliquots of the phosphate and nitrate A standards plus the primary standard for silicic acid (also prepared in DIW).

   *C standard*: the calibration standard or working standard that is actually introduced into the analyzer for calibration (prepared in low-nutrient seawater).

The timing and frequency of standard preparations, comparisons and analyzer calibrations given here represent minimum guidelines. Individual laboratories and analysts may have more stringent protocols that will match or improve the accuracy and
precision of their work beyond that attainable with these minimum guidelines. Other protocols are acceptable only insofar as they result in achieving the WOCE and JGOFS specifications of precision and accuracy. The protocols given here, if carefully followed, will assure achievement of the WOCE and JGOFS specifications.

**N.B.** It is imperative the analyst keep a complete and detailed record in the laboratory notebook of all pipet, pipet tip and volumetric flask identities used for preparation of each standard. Further, the label information for each preweighed standard used must also be recorded in the notebook. Record the date and time of preparation and date and time placed in use.

7.1.1 *Scheduling of preparation of A standards.*

Prepare three sets of A standards at the beginning of a cruise or cruise leg. One will be used for preparation of working, calibration standards. The others will be used for preparation of reference standards to be used to check the integrity of the working A standard. Whenever possible, the first check should be carried out before the first station of the cruise or leg and certainly before the end of the first week. The absorbances of working standards prepared from the A standards must agree within 0.2, 0.3 and 0.4% for silicic acid, nitrate and phosphate, respectively. Nitrite must agree within an absorbance difference corresponding to 0.05 $\mu$M. If the standards do not agree within these specifications, a fourth A standard is to be prepared and another check conducted immediately. Usually the standard will agree within specifications with two of the first three and any of them may be used to prepare the working standards. If not, a fifth must be prepared, checked and the preparations repeated until satisfactory results are obtained. If this requires more than three preparations something is likely to be seriously wrong with homogeneity of the standard reagent material, the weighings or the volumetric work. Any wildly discordant A standard preparations may be discarded after complete and appropriate notes have been entered in the field notebook. Thus, a sufficient number of dark, plastic storage bottles must be provided to save up to four A standards.

Retain all concordant A standard preparations throughout a cruise leg, or until used up. Prepare a fresh A standard at least once a month and immediately check against the previously prepared standards. If possible, the working A standards should be compared with an A check standard once per week, the comparison data processed and examined that day and results of the comparison noted in the seagoing lab notebook.

7.1.2 *Scheduling of preparation of B standards:* Prepare B standards at least once per week. This frequency must be monitored for the particular shipboard laboratory conditions by following this scheduling protocol. More frequent checking may be necessary under some conditions. Lack of agreement within the specifications noted earlier is an indication that more frequent
comparisons are required. Note that each B standard preparation requires a new, preweighed silicic acid standard. Provision must be made for a sufficient number of B standard preparations to meet the worst-case number of preparations for the duration of the cruise.

7.1.3 Scheduling of preparation of C standards: These are, in general, stable for no longer than four to six hours. They must be prepared just before each station unless the stations are separated by no more than three hours. Lack of agreement between results from deep water samples from adjacent stations may indicate storage of working, calibration standards for too long.

7.1.4 Frequency of calibration of the nutrient analyzer.

The drifts of the nutrient analyzer sensitivities for all the methods, colorimeters and laboratory conditions checked at OSU appear almost always to be monotonic and approximately linear with time. This seems valid for periods of about one to one and a half hours, approximately the time required to analyze one station's set of samples. It also assumes use of the low temperature drift modification of the silicic acid method described here (Gordon et al., in preparation).

Therefore the protocol presented here consists of running a complete set of reagent blank (DIW) samples, working standard matrix (MAT) and upscale concentration (STD) calibration standards only at the beginning and end of each station's set of samples. If the time lapse between standard sets exceeds one and a half hours, sample degradation can become a problem. Possible remedies include dividing the samples into batches with standards and blanks at beginning and end of each, or the station sample sequence can be interrupted to allow a mid-batch standard and blank set. If the OSU nutrient data processing software is being used, it must be modified to correctly process the data. At present it cannot handle mid-batch standards and blanks.

7.1.5 Linearity (“Beer’s Law”) checks.

Although all of the analytical methods described in this Suggested Protocol are sufficiently linear for the WHP (when corrected as necessary), linearity must be checked at the beginning of the cruise or leg, before any samples are analyzed. The checks must be repeated once a week thereafter and again at the very end of the station work, just after or together with the last station's samples. There are several reasons for this. One is that performing a linearity check provides a good test of system performance. It helps assure that all of analytical parameters are correctly set up. The data from the first linearity test can be used to evaluate the “carryover correction” for each channel, an excellent quality control check. If the data originating group chooses this approach the linearity data are used to correct for nonlinearity. This approach won't be discussed here. Perhaps most importantly, if an operating parameter has inad-
vertently been changed, thereby making a method excessively nonlinear, the existence of the nonlinearity measurements permits post-cruise correction. All of the methods presented here are linear within experimental error on averaging of several linearity checks. This should be true with a mid-scale offset from a straight line of less than 0.2%. If not, something is wrong and troubleshooting must be started before any samples (or any more samples) are analyzed. For the previous CFA methods for silicic acid from ca. 1973 to the present there was a mid-scale non-linearity of ca. 0.4 to 0.7%. This is a sensitive function of the extent of dilution of the sample to acceptable, maximal concentrations. The new silicic acid method described in this Suggested Protocol, optimized to reduce lab temperature sensitivity, also meets this nonlinearity specification.

7.2 Materials for Preparation of Calibration Standards, General Considerations.

We now give a detailed set of instructions for preparation of the working, or calibration standards. The reference A standards to be used for checking the working A standards are prepared according to the same instructions and using the same high-accuracy volumetric techniques as for the calibration standards. Again, the working, or calibration, standards are used for calibrating the CFA; the reference A standards are used for checking the integrity of the calibration standards.

7.2.1 The primary standard materials: These must be chemically pure, reagent grade or primary standard grade chemicals, crushed and dried at 105°C for ≥2 hours and stored in a desiccator over BaO or MgSO₄ (P₂O₅ also may be used but with care to avoid contamination). NB. The chemicals are finely crushed using a carefully cleaned mortar and pestle; they must not be ground! There is a difference.¹ Again, weights must be corrected to in vacuo in order to achieve 0.1% accuracy which is desirable given the reproducibility attainable with CFA. The weights given below are nominal. If, for efficiency, exact weights are not taken, careful track must be kept of the exact weights placed in each “preweighed” container, air buoyancy corrections made, and actual concentrations used in subsequent computations of concentrations.

7.2.2 Deionized water (DIW): This is prepared by passing fresh water through two or more research grade, mixed-bed, ion exchange columns. See Section 5.1

¹ Crushing is accomplished with use of minimum force, rocking the pestle back and forth over a small amount of the material to be crushed. Grinding is defined here as a vigorous circular movement of the pestle against the mortar, with maximum or strong force. Grinding can impart considerable energy to the material being ground, sufficient to cause chemical change in some cases. The need for crushing is to fracture coarsely crystalline material into a rather fine, fairly uniform powder so that water trapped in coarse crystals can evaporate during the drying process.
for more details on commercially available systems capable of producing acceptable deionized water.

7.2.3 *Artificial seawater (ASW)*.

ASW of salinity ca. 34.7 is prepared by dissolving 128.5 g sodium chloride (NaCl); 28.5 g magnesium sulfate heptahydrate (MgSO$_4$$\cdot$7H$_2$O); and 0.672 g sodium bicarbonate (NaHCO$_3$) in four liters of DIW. These reagents must be high quality reagent grade, to avoid excessive nutrient or trace metal contamination. ASW is used for wash solution between seawater samples and in an emergency for making up the C standards (and, in that case, it also substitutes for the LNSW).

Some laboratories have been more or less successful in making “zero nutrient” artificial seawater for measuring reagent blanks. Usually the constituent salts are too contaminated with nutrients to make this feasible, particularly with respect to phosphate and silicic acid. With the advent of commercially ultra-high purity materials this might now be possible. If so it would be nice to have an artificial seawater of essentially zero nutrient concentration with which to measure reagent blanks without having to worry about refraction errors.

There appear to be two drawbacks to this approach but it should be pursued. First, it is likely to be quite expensive to make ASW in the necessary quantities. Second, it is possible that interfering substances in natural seawater but not present in the usual recipes for ASW might be quantitatively significant. This places a burden of responsibility upon a laboratory using that approach to guard carefully against this possibility.

7.2.4 *Low-nutrient seawater (LNSW):* Natural seawater containing low concentrations of nutrients should be filtered upon collection and stored in the dark for three or four months to stabilize (see Section 5.2). This water is used for preparation of the C standards. It need not contain “zero” nutrient concentrations because it is not used for reagent blank measurements. Also, it is usually too precious to be used for “baseline checks.” OSU requirements are usually ca. 100L for a typical one-month WOCE-type expedition leg.

7.2.5 *Volumetric glassware:* For reagent preparation it is not necessary to calibrate the volumetric ware used. For standard preparation it must be gravimetrically calibrated! (See Section 4.2)
7.3 Preparations of A Standards

7.3.1 Phosphate and nitrate A standards: 2,500 \(\mu M\) \(\text{HPO}_4^{-2}\) and 37,500 \(\mu M\) \(\text{NO}_3^-\). Quantitatively transfer 0.3402 g potassium di-hydrogen phosphate (\(\text{KH}_2\text{PO}_4\)) and 3.7912 g potassium nitrate (\(\text{KNO}_3\)) to a calibrated 1000 ml volumetric flask and dissolve in DIW, bring exactly to the mark with DIW. If using a gravimetrically calibrated plastic volumetric flask, the temperature of the DIW must be within 2\(^\circ\)C of its calibration temperature. This A standard may be made up as two individual phosphate and nitrate solutions with subsequent aliquots in Table 8.1 adjusted accordingly.

7.3.2 Nitrite A standard: 2,000 \(\mu M\) \(\text{NO}_2^-\). In a 1000 ml volumetric flask dissolve 0.1380 g sodium nitrite (\(\text{NaNO}_2\)) in DIW and dilute exactly to the mark with DIW. Pure \(\text{NaNO}_2\) is difficult to obtain; one should check the manufacturer’s assay (e.g. Kolthoff et al., 1969, p. 821). The typical purities of 97-98% are usually adequate for oceanographic purposes (see Section 5.0).

7.4 B Standard: 2500 \(\mu M\) in silicic acid, 50 \(\mu M\) in phosphate, 750 \(\mu M\) in nitrate.

7.4.1 Quantitatively transfer 0.4701 g sodium silicofluoride (\(\text{Na}_2\text{SiF}_6\)) to a 1000 ml polypropylene or PMP Erlenmeyer flask containing ca. 800 ml of DIW, cover with plastic film and dissolve on an electric reciprocating shaker at moderate speed. Alternatively, the solution can be stirred with a shaft stirrer using a plastic stirrer. Complete dissolution usually requires 2-24 hours. Gentle warming can be used to speed dissolution of the fluorosilicate. Again, note that sodium fluorosilicate cannot easily be obtained in purities greater than 99\%. Hence it must be assayed against pure \(\text{SiO}_2\) (available in ultra-high purity grades, see Section 5.0).

7.4.2 Inspect the solution for undissolved material and record the observation in the notebook. Quantitatively transfer the solution to a 1000 ml Pyrex–volumetric flask. Add: 20ml \(\text{HPO}_4^{-2}\) + \(\text{NO}_3^-\) mixed A standard or 20 ml each of the separate \(\text{HPO}_4^{-2}\ \text{NO}_3^-\) A standards if so formulated. The actual 20 ml volumes dispensed must be known to \(\pm 0.02\) ml.

7.4.3 Dilute to the 1000 ml mark exactly with DIW. Mix thoroughly.

7.4.4 Store in a polyethylene bottle previously well-rinsed with acetone, DIW, then with three 15-20 ml portions of this B standard. Do not forget to rinse the bottle cap also.
### Table 8.1 Concentrations of nutrients in the B standard

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Concentration (µM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPO$_4$$^{-2}$</td>
<td>50</td>
</tr>
<tr>
<td>NO$_3^-$</td>
<td>750</td>
</tr>
<tr>
<td>NO$_2^-$</td>
<td>0</td>
</tr>
<tr>
<td>Si(OH)$_4$</td>
<td>2,500</td>
</tr>
</tbody>
</table>

#### 7.4.5 B Matrix Solution: Save approximately 500 ml of the DIW used for preparation of the B standard and store as for B standard. This solution is taken as the “MAT” in the third column of Table 8.2.

#### 7.5 Working Standards: Of various nominal concentrations.

Nominal concentrations, given in Table 8.2, are obtained by diluting the given volumes of B standard and Secondary Matrix Solution to 500 ml with LNSW. These proportions between nutrient concentrations have been found convenient for Pacific and Antarctic work. As noted earlier, they may be, and should be, adjusted for other ocean basins. This may be done by adjusting weights of solid primary standard materials and/or the volumes of aliquots taken at suitable points in the preparations.

All working standard concentrations are nominal and must be corrected according to the gravimetrically calibrated volumes contained by all the volumetric flasks and deliveries of all the pipets employed, corrected to the temperatures at which the flasks and pipets are used. For the best work, the calibrations must be checked before and after each cruise and no less often than every six months.

Possible changes in nutrient concentrations of the B standard over time must be monitored by comparing freshly prepared B standard with B standard that has been stored one day or more. In general, HPO$_4$$^{-2}$, NO$_3^-$ and Si(OH)$_4$ concentrations are stable for several days in the B standard (if NO$_2^-$ and/or NH$_3$ were also present in the B standard formulation their concentrations commonly would change appreciably after only 1 or 2 days). However, this is only a guideline. The B standards must be monitored and the guideline confirmed or adjusted for each expedition because the
stability of the B standard may change as a function of the particular conditions prevailing during any given time.

Table 8.2: calibration standard recipes and concentrations

<table>
<thead>
<tr>
<th>STD NO.</th>
<th>B STD</th>
<th>MAT</th>
<th>NO₂⁻</th>
<th>HPO₄⁻²</th>
<th>NO₃⁻</th>
<th>NO₃⁻ + NO₂⁻</th>
<th>NO₂⁻</th>
<th>SiO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (LNSW)</td>
<td>0</td>
<td>30</td>
<td>0.00</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>25</td>
<td>0.05</td>
<td>0.5</td>
<td>7.5</td>
<td>7.7</td>
<td>0.2</td>
<td>25.0</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>20</td>
<td>0.10</td>
<td>1.0</td>
<td>15.0</td>
<td>15.4</td>
<td>0.4</td>
<td>50.0</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>15</td>
<td>0.15</td>
<td>1.5</td>
<td>22.5</td>
<td>23.1</td>
<td>0.6</td>
<td>75.0</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>10</td>
<td>0.20</td>
<td>2.0</td>
<td>30.0</td>
<td>30.8</td>
<td>0.8</td>
<td>100.0</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>5</td>
<td>0.25</td>
<td>2.5</td>
<td>37.5</td>
<td>38.5</td>
<td>1.0</td>
<td>125.0</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>0</td>
<td>0.30</td>
<td>3.0</td>
<td>45.0</td>
<td>46.2</td>
<td>1.2</td>
<td>150.0</td>
</tr>
</tbody>
</table>

8.0 Analytical Methods

This section presents the details of each of the analytical methods for use with either the AA-II or RFA systems. The chemistry of the methods is the same for each. Of course the pump tube volumes and details of plumbing will differ. Flow schematics, reagent formulations and special notes where appropriate are given for both systems.

The reader will observe that analytical wavelengths for the analyses in general differ somewhat for the AA-II and RFA methods. This is mainly historical, having to do with availability of interference filters at optimum wavelengths in the early years. In some cases it was the result of the wavelengths having been specified by previous authors or by the instrument vendors. The wavelengths given here are all satisfactory if not always maximally optimum. To assure optimal wavelength selection, it is good analytical practice to measure the absorption spectrum of the colored species for each analysis as produced by the particular method used. This is done by collecting the effluent from the flowcell, preferably directly into a microflowcell, and measuring the spectrum as quickly as possible. Modern, linear diode array spectrophotometers help immensely in this regard. It is also good technique to regularly measure the band pass spectrum of each and every interference filter to be used in all of the analyses; this includes measurement of the spare filters as well. The interlayer metal films of interference filters are subject to corrosion with resultant loss of transmission and widening of bandwidth.
In order to maintain regular bubble patterns, necessary for clean signals, the flow channels must be frequently cleaned. This should be done at least daily using 1.2M HCl followed by thorough rinsing by flowing DIW through all reagent and sample tubes. Occasional washes with 2.5M NaOH are very helpful. Care must be taken to have thoroughly flushed reagents out of their tubes and out of the system before the acid or base wash. Some of the reagents will precipitate or decompose in strong acid or base solutions and cause minor to major havoc in the system tubing. Related to cleanliness and regular bubble patterns is the issue of wetting agents (surfactants). Consistency in use of particular wetting agents is an important consideration for long term consistency in results. Substitution of one surfactant for another without careful checking on many analytical factors is dangerous. If bubble patterns break up it is often wiser to clean the system rather than trying to add more wetting agent or change to another, especially at sea.

**NB.** When preparing reagents is imperative that the analyst carefully record all of the label information for all preweighed reagents in the laboratory notebook. The analyst must also record the date and time of preparation, her or his initials as preparer and when each new batch of reagent is placed in use. At the beginning of the expedition leg the analyst should enter his or her full name and initials to be used to annotate each reagent preparation and the time of coming on watch.

8.1 *Phosphate:*

The phosphate method is a modification of the procedure of Bernhardt and Wilhelms (1967) employing hydrazine as the reductant. This method provides ca. 15% increased sensitivity over the ascorbic acid method often used and at the same time seems to reduce coating of the flowcell window. Because of reduced flowcell coating it also exhibits less drift than does the stannous chloride method previously reported (Hager et al., 1968). Slow coating of the flowcell windows does occur with hydrazine over a period of a few weeks. The coating can be removed by treatment with 5.4 M (30%) sulfuric acid approximately once a week.

The manifolds for the analysis are shown in Figure 8.2. For the AA-II a 5cm flowcell and Technicon- wide range S-1 phototubes (also designated as CE-25V) are used. Historically, 830 nm interference filters were used but because the absorbance maximum is rather broad, 820 nm is equally acceptable. 820 nm is routinely used with the RFA. This phosphate method characteristically exhibits a linear response up to 5.0 μM HPO$_4^{2-}$ with a worst-case deviation from a linear regression through the Beers-Law check data of less than 0.1% of full scale. This was the highest concentration tested. At the wavelengths indicated the analytical sensitivity is 0.071 AU/μM phos-
phosphate in the seawater sample stream. Maximum absorbance for the highest open ocean concentrations is ca. 0.25 AU.

Figure 8.2.a Flow diagrams for the phosphate method. a. OSU AA-II method. See text for wavelength considerations. BPM signifies bubbles per minute.

Figure 8.2.b Flow diagrams for the phosphate method. b. OSU RFA method. See text for wavelength considerations. BPM signifies bubbles per minute.
Note that the SIO-ODF analytical group uses an insulated air bath for the accelerated color development instead of a water bath. Also, in that modification, there is no water jacketed cooling coil between the heating bath and the colorimeter. Drafty conditions in some shorebased and shipboard labs might cause the sample stream entering the colorimeter to fluctuate in temperature and cause noisy colorimeter output. This needs to be checked for individual installations and conditions.

At this writing, the AA-II appears to give more dependable performance with the phosphate analysis. The RFA tends to be somewhat noisier and exhibits drift more frequently. When, as usual, it is functioning correctly it matches the AA-II in performance.

8.1.1 Reagent Preparation:

8.1.1.1 Molybdic acid reagent, 0.186 M in 6.3 M sulfuric acid.

8.1.1.1.1 Ammonium molybdate, 0.088 M; 109 g (NH₄)₆Mo₇O₂₄•4H₂O, diluted to 1000 ml with DIW. NB. Seven moles Mo/mole ammonium molybdate enters the calculation of the concentration of the final reagent.)

8.1.1.1.2 Sulfuric acid, 8.8 M; carefully add 1280 ml concentrated H₂SO₄ to 1620 ml DIW. Allow to cool between partial additions. Cool to room temperature.

8.1.1.1.3 Molybdic acid. Mix above and allow to cool. If the reagent has a bluish tinge or a precipitate develops, discard it and prepare a new solution. Store in a dark polyethylene bottle. This is usually stable for three to four months.

Requirement: AA-II, 150 ml/24 hours; RFA, 54 ml/24 hours.

Note: A molybdic acid reagent using 224 g ammonium molybdate instead of 109 g gave an increase in absorbance of approximately 15% at the level of 2.5 μM HPO₄²⁻. However, this reagent caused very high reagent blanks and excessive baseline drift. All linearity and other tests were performed with the reagent concentration listed above.

8.1.1.2 Hydrazine sulfate, 0.062 M (1% w/v).

2.5 g dihydrazine sulfate, (NH₂)₂SO₄, are dissolved and diluted to 250 ml with DIW. This reagent is usually consumed before any sign of instability is noticed; no particular storage requirements.

Requirement: AA-II, 150 ml/24 hours; RFA 54 ml/24 hours. 0.5ml Aerosol-22 per 250ml may be added to this reagent.

8.1.1.3 Wash Water: Artificial seawater should be used to wash between samples. This will greatly reduce noise in the recorder trace caused by refractive effects of switching between seawater and distilled
water. Natural seawater having a very low concentration of nutrients also can be used if a plentiful and cheap source is available.

8.1.1.4 Wetting agents: The methods presented here do not use wetting agents, relying instead upon keeping the flow system scrupulously clean. Some workers have reported problems with interferences and erratic baselines when using wetting agents with the phosphate analysis. Experience at OSU is consistent with these observations.

8.2 Nitrate:

The nitrate + nitrite analysis uses the basic method of Armstrong et al. (1967) with modifications to improve the precision and ease of operation. The original method is unacceptably non-linear at concentrations above ca. 15 \( \mu M \). To achieve a more linear response in the AA-II system we dilute the sample. One scheme requires one sample tube (0.23 ml/min) and a DIW dilution tube (1.20 ml/min), an arrangement which provides linearity up to 40.0 \( \mu M \) and adequate sensitivity for deep water nitrate samples. Alternatively the buffer solution may be diluted and its pump tube size increased to provide the necessary dilution while keeping the sample tube size constant. A similar procedure may be employed with the RFA. The methods shown here include the latter modification. Conversely, at low concentrations, higher sensitivity can be had by concentrating the buffer solutions and using higher sample to buffer flow rate ratios.

The manifolds for the analysis are shown in Figure 8.3. For the AA-II a 15 mm flow-cell, selenium photocells and 520 nm interference filters are used in the colorimeter. For the RFA the standard Alpkem phototubes and 540 nm filters are used. At the wavelengths shown the analytical sensitivity is ca. 0.0048 AU/\( \mu M \) nitrate (and/or nitrite) in the sample stream. Maximum absorbance for the highest open ocean concentrations is ca. 0.25 AU.

Note that the two small circles at the ends of the “U”-shaped cadmium column in the AA-II diagram denote two, three-way valves used to switch the column in and out of the flow system without having to shut off the pump. One four-way valve can also be used. Care must be used in selecting and using a suitable valve to minimize bubble breakup or introduction of unwanted dead volume into the sample stream. Care must be exercised in turning an otherwise satisfactory valve to the proper position to avoid bubble breakup. In some installations only one three-way valve is used, the downstream one being replaced by a tee. This diverts the flow around the column but does not completely isolate it from the sample stream. The end left open can allow slow diffusion of unbuffered rinse water into the column, as the pressure in the system oscillates during the channel shutdown and start-up periods. With attention paid to this possibility, the system can be operated without undesirable column degradation.
"Copperized" cadmium reduces nitrate to nitrite in both the AA-II and RFA methods. (The methods actually measure this nitrite.) The AA-II uses a packed column, the RFA an open tube cadmium reductor (OTCR). The latter has the advantage of being more convenient to use, lower toxicity hazard in handling and no requirement

Figure 8.3. Flow diagrams for the nitrate method. a. AA-II. b. RFA See text for discussion of wavelengths. "ul/min" signifies μl/min.
for debubbling the flow stream prior to its entry into the reductor. It is purchased completely fabricated for conditioning and insertion into the system. Its main disadvantage is its high cost. From time to time vendors have supplied defective columns which required (no-cost) replacement at some inconvenience to the user. Directions for preparing packed columns are given in section 8.2.2. For instructions on activating and maintaining the OTCR, see the Alpkem manual for the RFA-300 or RFA-II. We find their instructions complete and reliable. Although the OSU RFA method employs the OTCR, either reductor type can be used with good results. **N.B.** Take very seriously the Alpkem instructions for storage of the OTCR between measurement sessions. OTCR's can be irreparably destroyed by improper storage.

If, for analytical efficiency, as is recommended in this Protocol, the nitrate and nitrite channels are calibrated using mixed nitrate and nitrite working standards, reductor efficiency must be carefully monitored. This is done by comparing the response of the nitrate channel alternately to nitrate and nitrite standards at nearly full-scale nitrate concentrations. As an example one may place ten each, alternate 30 μM standard nitrate and nitrite solutions in the sampler. Note that nitrite salts are commonly less than 100% pure while nitrate reagent grade salts are typically 99.9% pure or better. This means that if the reductor were 100% efficient in reducing nitrate and also did not further reduce any nitrite it would be possible to observe 100% or greater efficiencies, that is, higher response to nitrate than to nitrite solutions of the same concentration. This rarely happens. Reductors usually gradually degrade yielding reduction efficiencies that can drop below 90%, 80% or less. Although the final degradation of the column can be rapid, the early stages of gradual degradation can be insidious. Garside (1993) has shown that for low column efficiencies (85%) and some combinations of nitrate and nitrite standard and sample concentration ranges serious systematic errors in observed nitrate concentration of more than 1 μM (up to 3% of deep water values) can occur.

To prevent this from happening, the analyst must regularly measure the reductor efficiency and monitor the magnitude of the nitrate sensitivity factor. The reductor efficiency should be checked at least once a week and the sensitivity factor should be checked as quickly as possible at or even before the end of every set of analyses. For the WOCE program the reductor should be reactivated if the efficiency drops below 95% and replaced if reactivation cannot bring the efficiency above 95%. To minimize the adverse impact of low reductor efficiency, the nitrite calibration standard concentration should be kept as low as possible for the oceanic region of study. For open ocean studies, away from intense upwelling systems (e.g. northern Indian Ocean bays, Peruvian upwelling system) or open ocean locations like the Costa Rica Dome where high nitrite concentrations can be expected, nitrite calibration standards should be limited to at most ca. 1.0 μM.
8.2.1 Nitrate Reagents:

8.2.1.1 Ammonium Chloride buffer/complexing agent, \( \text{NH}_4\text{Cl}, 0.71 \text{ M} \) (3.8% w/v) for the AA-II method. Dissolve 38 g \( \text{NH}_4\text{Cl} \) and 1 ml BRIJ-35 per liter in DIW. It's convenient to make this in 4 L batches because of the high consumption rates. Requirement: AA-II, 1400 ml/24 hours. This is the historical Technicon buffer but the RFA imidazole buffer which follows may also be used, with excellent results.

8.2.1.2 Imidazole buffer/complexing agent, 0.05 M, containing copper (3 \( \mu \text{M} \)), for the RFA method. Dissolve 6.8 g imidazole, \( \text{C}_3\text{H}_4\text{N}_2 \), in ca. 1500 ml DIW; add 30 ml ammonium chloride-copper sulfate stock solution (described below) and 2 ml BRIJ-35; make up to 2000 ml with DIW. Adjust the pH to 7.8-7.85 with concentrated HCl (ca. 2 ml). This reagent is usually consumed before showing any signs of instability; no particular storage requirement. Requirement: RFA, 820 ml/24 hours.

8.2.1.3 Sulfanilamide, 0.06 M (1% w/v) in 1.2 M HCl. Dissolve 10 g sulfanilamide, \( 4\text{-NH}_2\text{C}_6\text{H}_4\text{SO}_3\text{H} \), in 1 L of 1.2 M (10%) HCl. Stable at room temperature. Requirement: AA-II, 150 ml/24 hours; RFA, 106 ml/24 hours.

8.2.1.4 N-1-Napthylethylene-diamine dihydrochloride, NEDA, 0.004 M. Dissolve 1 g NEDA, \( \text{C}_{10}\text{H}_7\text{NHCH}_2\text{CH}_2\text{NH}_2•2\text{HCl} \), in 1 L of DIW. Refrigerate in an airtight, dark bottle; discard if colored. Requirement: AA-II, 150 ml/24 hours; RFA, 106 ml/24 hours.

8.2.1.5 Ammonium chloride-copper sulfate stock solution, 4.7 M \( \text{NH}_4\text{Cl}, 0.2 \text{ mM} \text{CuSO}_4 \). Dissolve 250 g ammonium chloride, \( \text{NH}_4\text{Cl} \), in 1 L DIW, add 2.5 ml copper sulfate stock solution. Requirement: One liter lasts for more than one month-long cruise.

8.2.1.6 Copper sulfate stock solution, 0.08 M. Dissolve 20 g cupric sulfate pentahydrate, \( \text{CuSO}_4•5\text{H}_2\text{O} \), in 1 L DIW. Stable at room temperature. Requirement: One liter lasts for much more than a month-long cruise.

8.2.2 Cadmium Column Preparation and Maintenance:

For the AA-II. Figure 8.4 shows a Cd-Cu packed column. (Packed columns are used in all AA-II work and may also be used for the RFA. More on this later.) Note that SIO-ODF uses unwaxed dental floss rather than glass wool for item 5.
8.2.3 Prepare the column as follows:

8.2.3.1 Sieve 250 g of E. Merck\textsuperscript{1} granulated cadmium (Product No. 2001) keeping the 20-50 mesh size fraction.

8.2.3.2 Wash sieved granules several times with isopropyl alcohol, DIW and 1.2 M HCl; rinse well with DIW.

8.2.3.3 Wash granules with 75-100 ml of 2\% w/v copper sulfate stock solution. Repeat, allowing the blue color of the solution to disappear before decanting and adding fresh solution. After treating the granules with about 500 ml of 2\% copper sulfate solution they should appear bright again. Wash the “copperized” granules with DIW several times to remove all colloidal Cu. \textit{From this point on, it is very important to avoid any further exposure of the cadmium granules to the air. They must be kept covered with DIW or buffer/complexing agent at all times.} For this reason, some workers prefer to pack the column before copperizing and to then copperize the packed column either using syringes for the copperizing, washing and conditioning solutions or doing it online using the system pump (e.g. Mostert, 1988). However, great care must be taken to prevent passing fine copper particles into the flowcell! Therefore one must disconnect the outlet of the column from the rest of the system and pass its effluent to waste during online copperizing and washing steps. Failure to observe this precaution may cause noisy traces during analysis because of copper particles trapped in the flowcell.

8.2.3.4 Transfer the granules in suspension to the column (see Wood et al., 1967). To prevent trapping of air bubbles, the column should be filled with water and the lower connecting tubing sealed off. The full column should be tightly packed with the granules, tapping while filling to assure this. Carefully add the other end fitting without adding air bubbles. In this form, the column can be stored air

\textsuperscript{1} Can be purchased through E. M. Laboratories, 500 Exec. Blvd., Elmsford, N. Y. 10523.
free for several weeks. The column body may be either glass or PVC tubing. PVC is less fragile. Segmenting the flow stream with nitrogen instead of air in the AA-II method, as is done with the RFA, will give longer column life.

8.2.3.5 The column is conditioned on stream. Before introducing the column to the sample stream, start the buffer through and allow sufficient time for it to flush the system beyond the column inlet. Momentarily stop the pump. Add the column to the sample stream keeping it free of air bubbles. Restart the pump. Stopping the pump is not necessary if a single three-way or a four-way valve is used to isolate the column. The column is then conditioned by running 30 ml of 2.5% w/v Na$_2$EDTA and 10 ml of 60-100 µg nitrate standard through it. (SIO-ODF finds the EDTA conditioning step unnecessary.) **Be sure to remove and flush any sulfanilamide reagent from the system before this conditioning. The acidic sulfanilamide reagent can precipitate the EDTA and clog the flowcell or a transmission line.** Columns prepared and conditioned in this way remain effective for hundreds to thousands of samples.

For the RFA. Either a packed column or an open column tubular reductor (OTCR) may be used. The OTCR has the advantage that the flow stream does not require debubbling before passage through the reductor. The presence of a debubbler in the system increases carryover as noted earlier in this Protocol. The useful lifetime of an OTCR seems to be comparable to that of a packed column reductor. Reduction efficiency is also comparable. However, some workers have chosen to use packed columns with the RFA and have accepted the need for debubbling, claiming better performance or column life. If a packed column reductor is used for the RFA its inside diameter should be reduced by a factor of ca. 2 from the AA-II, and debubbling will be necessary. It may also be necessary to use a finer size fraction for the cadmium granules. The OSU group has no experience using packed column reductors with the RFA systems.

Preparation of the OTCR is similar to the preparation of the packed column reductor with obvious differences such as not having to transfer cadmium granules to the reductor. The OTCR is particularly convenient and easy to clean, copperize and condition. Most operations are easily performed using 5 or 10 ml plastic syringes to hold the successive reagents. The detailed instructions for preparing and maintaining the OTCR that come with the RFA systems are clearly written and should be followed carefully to assure proper operation and long life of the OTCR. Imidazole is the usual buffer/Cd complexing agent for the OTCR and may be used quite successfully with packed columns as well.
8.2.4 Factors Affecting the Success of the Methods:

8.2.4.1 The sample/dilution mixture must be thoroughly mixed prior to entering the debubbler in the AA-II method.

8.2.4.2 Bubbles must be rigorously excluded from the reducing column in the AA-II method.

8.2.4.3 The column should be well packed but not so densely that flow is impeded. Good packing minimizes dead space and greatly improves resolution.

8.2.4.4 Colloidal copper formed during the “copperizing” step causes serious problems and must be removed from the cadmium by thorough washing.

8.2.4.5 Whenever transmitting an unsegmented stream (e.g. the output tubes from packed Cd-Cu columns and debubblers) use small bore (1 mm I.D.) tubing. This decreases transmission time and minimizes carryover of samples.

8.2.4.6 Both packed columns and OTCR’s should be kept filled with buffered sample or buffered DIW stream at all times; never with unbuffered DIW or sample. Before introducing the column into the flow stream, make certain that buffer has reached the reductor inlet point. When shutting down the system be sure to isolate the reductor before moving the buffer tube from the buffer reservoir to DIW. A microbore, four-way valve at this point in the system works very well for this as does a three-way valve (cf. section 8.2).

8.2.4.7 Linearity checks are important in the nitrate method.

8.3 Nitrite:

Nitrite analysis is performed on a separate channel, omitting the cadmium reductor and the buffer. The volume flow of the buffer is compensated by using a correspondingly larger sample pump tube; this also increases sensitivity. Nitrate concentrations never become high enough in the open oceans for the system response to become unacceptably nonlinear. The colorimeter sensitivity may also be increased by resetting the “Standard Cal” potentiometer and or using a longer flow cell. The resultant flow system is shown in Figure 8.5. All reagents required are described in Section 8.2.1. At the wavelengths indicated the analytical sensitivity is 0.056AU/μM nitrite in the sample stream. Maximum absorbance for the highest open ocean concentrations is 0.25 AU.
Figure 8.5. Flow diagrams for the nitrite method. a. AA-II. b. RFA. See text for discussion of wavelength. “ul/min” signifies µl/min.
8.4 Silicic Acid:

The method is based on that of Armstrong et al. (1967) as adapted by Atlas et al. (1971). The modifications presented here reduce its sensitivity to laboratory temperature (Gordon et al., in preparation). The rationale is explained in a later paragraph.

The Armstrong et al. silicic acid method is excessively nonlinear at deep-water concentrations. The modified method shown also reduces the nonlinearity to an acceptable degree over the oceanic concentration range of 0-200 μM silicic acid. However, considerable nonlinearity can also be corrected in the data processing stage as is done by the SIO-ODF. At the wavelengths indicated the sensitivity is ca. 0.006 AU/μg silicic acid in the sample stream. Maximum absorbance for the highest, open ocean concentrations is ca. 1.0 AU.

Figure 8.6 shows our flow diagrams and operational parameters for the silicic acid analysis. The colorimeter for the AA-II uses a 15 mm flowcell pathlength, 660 or 820 nm interference filters and Technicon S-10 phototubes. The interference filters for the RFA are either 815, 820 or 660 nm and the flowcell pathlength is 10 mm. The 660 nm choice for the AA-II reduces the degree of nonlinearity. Although sensitivity is less at this wavelength, the method is sufficiently sensitive for deep, “blue-water” work. The absorbance maximum lies at ca. 813 nm and at that wavelength somewhat better sensitivity and, to some extent, linearity result. Unfortunately filters close to this wavelength have not been available until recently. They are now available at 815 nm for the RFA but not for the AA-II. Results at this wavelength have been favorable so far. Some methods call for work at 880 nm. Spectra for blanks taken at OSU have shown considerable blank absorbance and this wavelength also lies well down the side of the absorbance maximum, not an ideal analytical condition.

The marked temperature sensitivity of the Armstrong et al. method is caused by the very short time allowed for production of silicomolybdic acid by reaction of the molybdic acid and the silicic acid in the sample. The kinetics of this reaction are, of course, temperature dependent. The initial rate of increase in silicomolybdic acid, and hence the ultimate absorbance, is quite fast. By allowing the reaction to go closer to completion the temperature-dependent kinetics become less important. The laboratory temperature effect is ca. 20 times less than the Armstrong et al. method formerly used at OSU. A reviewer of an earlier draft of this manual stated that methods using ascorbic acid or metol as the reductant to silicomolybdic acid are not dependent upon laboratory temperature. Because the effect appears to be caused by the formation of silicomolybdic acid prior to reduction, it would be difficult to understand how this could be. This has not been checked at OSU. Some workers choose to heat the sample stream after addition of molybdic acid. This should also solve the temperature dependence problem but at the cost of more added complexity to the system.

The SIO-ODF method for the AA-II uses somewhat different analytical parameters from OSU’s. Typical SIO-ODF flow rates are, in μl/min: sample, 420; stannous
chloride, 100; tartaric acid, 320; DIW, 1200; molybdic acid, 160; air injection, 320; and waste draw, 1400. Also the molybdic acid reagents differ. Because the sample stream is diluted less, the SIO-ODF method is more nonlinear.

8.4.1 Reagent Preparation:

Molybdic acid reagent for AA-II, SIO-ODF, 0.113 M in 0.74 M HCl.

8.4.1.1 Ammonium molybdate stock solution, 0.0405 M (5% w/v). Dissolve 50 g \((\text{NH}_4)_6\text{Mo}_7\text{O}_{24} \cdot 4\text{H}_2\text{O}\) in 1000 ml DIW. This 5% molybdate stock solution is stable for several months if stored in a dark, air-tight bottle. If a white precipitate forms, the solution should be discarded and a fresh batch prepared.

8.4.1.2 Hydrochloric acid, 1.24 M (10% v/v). Add 100 ml concentrated HCl to 800 ml DIW, mix, bring to 1000 ml, mix.

8.4.1.3 Molybdic acid reagent Mix 200 ml 5% ammonium molybdate stock solution with 300 ml 1.24 M HCl. Requirement: For AA-II, 230 ml/24 hours.
8.4.1.4 Molybdic acid reagent for RFA and OSU AA-II, 0.061 M in 0.03 M sulfuric acid.

Dissolve 10.8 g ammonium molybdate, \((\text{NH}_4)_6\text{Mo}_7\text{O}_{24} \cdot 4\text{H}_2\text{O}\), in 1000 ml DIW containing 2.8 ml concentrated \(\text{H}_2\text{SO}_4\) and 2.0 ml 15% SLS per liter. Requirement: For AA-II, 900 ml; RFA, 555 ml/24 hours.

8.4.1.5 Tartaric Acid, 1.25 M (20% w/v) in DIW for both AA-II and RFA.

Dissolve 200 g tartaric acid, \(\text{HOCO(CHOH)}_2\text{COOH}\), in 950 ml DIW. Filter every ten days. Add one ml of reagent grade chloroform per 4 liters for preservation, refrigerate. Do not add too much chloroform; its solubility limit is ca. 0.6% in DIW; droplets of undissolved chloroform can cause noisy traces if they find their way to the flowcell. Requirement: AA-II, 470 ml/24 hours; RFA, 170 ml/24 hours.

Figure 8.6.b. Flow diagrams for the silicic acid method. (b) RFA. See text for wavelength considerations, also for differing parameters at OSU and SIO-ODF.
8.4.1.6 Stannous Chloride

8.4.1.6.1 Hydrochloric acid, 6 M (50% v/v). Dilute 50 ml concentrated HCl to 100 ml with DIW, mix. The resulting concentration is only approximately 6 M but need not be more exact than this.

8.4.1.6.2 Stannous chloride stock solution, ca. 4.4 M (50% w/v) in ca. 6 M HCl. Dissolve 50g SnCl₂•2H₂O in 6 M HCl and make up to 100 ml with 6 M HCl. **Store in a plastic bottle in a freezer** at -10 C or below. **If no freezer is available, store under mineral oil with a piece of mossy tin added.** At freezer temperatures the solution is stable for one to two months.

8.4.1.6.3 Stannous chloride working solution, ca. 0.11 M (ca. 1.1%) in 1.3 M HCl. Dilute 5 ml of stannous chloride stock solution to 200 ml with 1.2 M HCl. Make up fresh daily. Refrigerate whenever possible. A piece of mossy tin may be added. Requirement: AA-II, 150 ml/24 hours; RFA, 107 ml/24 hours.

8.4.1.6.4 SLS, 0.5M (15% w/v). Dissolve 15g sodium lauryl sulfate (C₁₂H₂₅NaO₄S) in 87ml DIW.

8.4.2 Reagent Notes.

8.4.2.1 The stannous chloride reagent deterioration can be very rapid and may cause an unstable baselines, poor peak shapes and, in case of total deterioration, no response at all. When experiencing these problems with the silicate analysis, this is the first place to look for the remedy.

8.4.2.2 Stannous chloride as purchased, or sometimes after prolonged storage, does not always dissolve completely. An insoluble white residue remains and the reagent is unfit for use. Therefore, all new batches or batches that have been stored for some time since last being used should be tested! SIO-ODF recommends use of anhydrous stannous chloride finding that it stores better than the dihydrate. This hasn't been checked at OSU.

8.4.2.3 Tin is not an environmentally friendly pollutant. Some in the nutrient analyzing community use more benign reagents. Ascorbic acid is used by some groups, metol by others; work at OSU indicates there are some disadvantages to using ascorbic acid and further work continues.
8.4.2.4 Again, care must be taken to monitor the silicic acid concentration of the DIW used for measuring the reagent blank for several days after leaving port (see Section 5.1).

9.0 Calculations.

The data processing described in this section consists of converting a set of voltage readings to concentrations of nutrients in the samples analyzed. The voltages read are analogs of optical absorbance of the sample streams flowing through the colorimeters.

The two main steps are to correct the absorbance (voltage) data for a number of zero-offset errors, and to multiply the corrected absorbances by appropriate response factors, or “sensitivities,” for the various analyzer channels. The zero-offset corrections include:

(a) correction for nutrient impurities in the reagents and impurities in the reagents that behave like the nutrients in generating measurable color in the flow stream. This correction is termed the “reagent blank,”

(b) errors in the optics arising from the difference in refractive index between deionized water and seawater. This correction is the “refraction correction,” (Atlas et al., 1971), and

(c) the electronic and/or optical zero offset of the colorimeter/recorder system. This correction is made manually when adjusting the CFA colorimeters at the start of analysis and does not appear explicitly in the computations.

(d) An error having a similar behavior arises from the contamination of a sample in the flow stream by a residuum of the previous sample. This is commonly called the “washout” or “carryover” error. This affects all sample, standard and blank measurements, to a greater or lesser degree depending upon the differences in concentrations of successive samples entering the flow stream. It is highly dependent upon the presence of poorly flushed “dead volumes” in the flow stream and upon the sheer length and complexity of the flow stream. Unfortunately this error is time dependent, often having characteristic times on the order on the residence time of one or a few samples in the flow colorimeter.

9.1 Reagent Blank Estimation.

Correction for the reagent blank depends upon a reliable source of a nutrient-free solution. Ideally, this would be nutrient-free natural seawater. However it is extremely difficult in practice to obtain or prepare nutrient-free seawater. Deionized water (DIW) is used instead. Sufficiently nutrient-free DIW is quite easy to prepare routinely and reliably at sea (see Section 4.2). NB. DIW prepared by ion exchange techniques can become contaminated by high levels of silicic acid in the fresh water
supply. This can happen, and has too often happened, when ships take on fresh water in ports of call.

One measures the reagent blank by introducing two or more samples of DIW at the beginning and at the end of each batch of samples analyzed. In principle, the absorbance developed by these samples will result only from:

a) the presence of nutrient impurities in the reagents,

b) from the colorimeter's optics and electronics (instrumental zero) and,

c) nutrients present in the wash water introduced between samples.

Thus, one can subtract the reagent blank absorbance from all the remaining samples and standards and arrive at the absorbance arising just from the nutrients contained in those standards and samples. But note that the instrument zero can drift measurably; experience shows that this drift is generally monotonic and linear with time. Therefore the combined instrument zero and reagent blank absorbances (readings for DIW) are regressed upon position number in the batch being analyzed and interpolated values subtracted from all sample absorbances. They may also be subtracted from standard and standard matrix absorbances; in that case they cancel out upon taking differences to calculate response (or “sensitivity”) factors as will be explained later. Note that it is not necessary to bring the output signals down to the reagent blank level between each pair of samples by prolonged “wash times!” When operating properly a CFA should not drift enough to make this necessary for the nutrient methods described here. Operation in this mode approximately doubles the analysis time; the result is more or less degeneration of the samples by bacterial activity and loss of operational efficiency. The only purpose of the intersample wash is to provide an easily detected mark between the output signals of adjacent samples!

9.2 Refraction Error Estimation.

The use of DIW to measure the reagent blank corrections introduces a new source of error, the refraction error (Atlas et al., 1971). It derives from the difference in refractive indices of pure water and seawater and the imperfect optics of the AutoAnalyzer or RFA flow cell. (Were the end windows of the flow cell planar and parallel to each other, the light beam perfectly collimated and the flow cell's inside diameter sufficiently larger than the diameter of the light beam there would be no error from this cause.) The measured “reagent blank” therefore includes both the true reagent blank and this refractive error.

To measure the refractive error itself one first removes a critical reagent from each analyzer flow stream, replacing the reagent with DIW. The critical reagent selected is the one contributing least to the total ionic strength of the stream and its total flow rate and whose absence assures complete elimination of color development at the wavelength of absorbance measurement. Then, one passes a series of alternating
DIW and natural seawater samples through the system, records the absorbances and computes the refraction error, $d$, as the average difference with regard to sign. At least ten differences should be obtained.

$$d = \frac{\Sigma (A_{SW} - A_{DW})}{n}$$

where:

- $d$ = refraction error
- $A$ = absorbance
- $n$ = number of differences between seawater and DIW peaks
- $DW$ = DIW
- $SW$ = seawater

This procedure is followed for all analytical channels and the resulting average refractive corrections are subtracted from the signals of all samples, working calibration standards (including standard matrices). The refractive correction is sensitive to reagent and sea salt concentrations in the flow cell, colorimeter “Standard Cal.” or range settings, and recorder gain settings. Therefore it must be remeasured after any change in pump tubes, even if no pump tube sizes have been changed, and any change in any of these colorimeter or recorder settings! Note that the sign of the refraction may be negative. Given CFA system optics, this is a possible and acceptable case and attention must be paid to the sign of the correction.

Typical refraction errors range from zero for silicic acid to one or two percent of full scale concentration for phosphate. The error, with the AA-II optics, can be as much as three percent of deep-water phosphate concentrations. Fortunately these errors are quite constant and measurable with good precision. Thus, the variability is less than 0.1% for silicic acid, ranging to ca. 0.3% at most for phosphate, with respect to deep water concentrations.

9.3 Computation of Carryover Correction.

The carryover results from the finite and more or less incomplete flushing of the flow system between samples. Thus an error is present in any given absorbance reading. Angelova and Holy (1983) have shown that the carryover signal can be approxi-
mated as linearly dependent upon the difference between the absorbance of a given sample and that of the preceding sample for a linear system:

\[ o = k(A_i - A_{i-1}) \]

where:

- \( o \) = carryover correction
- \( k \) = carryover coefficient
- \( i \) = sample position number
- \( A_i \) = absorbance of the first full-scale standard
- \( A_{i-1} \) = absorbance of the near-zero standard preceding the first full-scale standard

To correct a given absorbance reading, \( A_i \), one then adds the carryover correction:

\[ A_{i,c} = A_i + o \]

where:

- \( A_{i,c} \) = corrected absorbance

The carryover coefficient, \( k \), is obtained for each channel by measuring the difference between the absorbances of the second and first full-scale standards following a near-zero standard or sample, all having the same, natural seawater matrix composition. It can equally well be calculated from the difference between the first two near-zero standards following a full-scale standard or sample. Measurement of the carryover is done in triplicate at the beginning of a cruise in order to obtain a statistically significant number. It must be checked carefully every time any change in plumbing of a channel is done, including simple pump tube or coil replacement.

The formula for \( k \) is:

\[ k = \frac{A_{i+1} - A_i}{A_i - A_{i-1}} \]

where:

- \( A_i \) = Absorbance of the first full-scale standard
\[ A_{i+1} = \text{Absorbance of the second full-scale standard} \]
\[ A_{i-1} = \text{Absorbance of the near-zero standard preceding the first full-scale standard} \]

Note that \( k \) is also valuable for monitoring system performance. Its value depends strongly upon several operational conditions such as constant timing of the pump and minimal dead volume in the flow system. Mechanical wear in the pump or pump tubes or dead volume accidentally introduced when maintaining the flow system can often be detected very quickly by monitoring \( k \). To monitor for these effects, one should carefully record values of \( k \) and, if possible, accumulate them in a data quality control file and frequently and regularly plot \( k \) against time.

Carryover corrections for well designed and maintained channels are usually less than 0.3%. The worst cases are for systems with large volumes such as those containing heating baths (phosphate) or debubblers (AA-II channels) or packed bed columns (the nitrate reduction column).

### 9.4 Calibration of analyzer response

The response of each analytical channel per unit nutrient concentration is obtained by addition of known nutrient concentrations to natural seawater and measuring the resultant increases in absorbances. Using natural seawater assures that systematic effects (possible, unknown interferences) derived from natural seawater constituents will be present in both the calibration standards and seawater samples. However the natural seawater used for this purpose will, in general, contain finite concentrations of nutrients. It is not necessary that these concentrations be zero, only low, thus, "low-nutrient seawater" (LNSW). If the concentration were high to begin with, adding sufficient additional nutrients to obtain a usefully large signal might increase the total nutrient concentration enough that the analyzer response becomes nonlinear. In particular, this must be avoided if linear formulae for data processing are used. Even when nonlinear responses are corrected using nonlinear data processing techniques application of the corrections can become complicated if the matrix seawater contains appreciable nutrient concentrations. (OSU protocols strive for a mid-range nonlinearity of no more than 0.4% in all analyses and use a linear algorithm for data processing. The SIO-ODF employs a nonlinear algorithm.) In general, LNSW is acceptable if it contains less than ca. five percent of full-scale concentrations of all the nutrients. Given this condition the calibration procedure then consists of measuring both the LNSW and the LNSW with known additions of nutrients. The system response to nutrient addition is computed from the slope of the "Beer's Law" plot of measured absorbance versus standard additions to the matrix LNSW. Again, a nonlinear fit to this plot may be used.
Other than to correct the responses to the working standards for the nutrient content of the matrix LNSW the signals from the LNSW alone are of no intrinsic value. In some situations they're of value to monitor the DIW used for reagent blank measurement, for example when contamination of shipboard DIW occurs.

Calibration standards (at least in duplicate, preferably triplicate) must be placed at the beginning and end of each and every set of samples analyzed. Insert standards more often if the time required for a set exceeds one and a half hours. This time was selected on the basis of observed instrument response drift rates. Drifts in CFA response are usually linear and monotonic with time, similar to the situation with the zero offsets. The OSU data processing protocol regresses the observed beginning and ending response or “sensitivity factors” on sample number (counting blanks and standards as samples in this instance) and applies linearly interpolated “response factors” when computing concentrations. (Strictly speaking, the response factor as defined in the following equation is the reciprocal of sensitivity, hence the quotation marks.)

The response factors are computed from:

\[ f = \frac{C_a}{(A_s - A_m)} \]

where:

- \( f \) = response factor (or “sensitivity”)
- \( C_a \) = added concentration of nutrient in the calibration standard
- \( A_s \) = absorbance of calibration standard
- \( A_m \) = absorbance of standard matrix seawater (LNSW)

9.5 Summary of Steps for Computing Concentration: To summarize, the data processing involves both additive corrections to the absorbances and multiplication of the fully corrected absorbances by the response factor to obtain the sample concentrations. The additive corrections can be made in the following sequence:

9.5.1 Correct all absorbances for carryover.

9.5.2 Regress the reagent blank absorbances against position number in the sample set and subtract the interpolated reagent blank from all absorbances. Strictly
speaking, there is no need to do this for the calibration standard absorbances and their associated LNSW absorbances but there is no harm in doing so. It is simply easier to do it this way in most computer programs.

9.5.3 Subtract the refraction correction from all seawater sample absorbances. Again, there is no need to do this for the calibration standard and LNSW absorbances but it does no harm if done. This step produces fully corrected absorbances for all seawater samples.

9.5.4 Calculate the beginning and ending response factors, regress them against position number in the set and multiply sample absorbances by the interpolated values, giving the desired seawater concentrations.

Some of these computations can be carried out in orders other than what is given here. Three important points to note here are, a) that this procedure gives correct results, b) that the analyst must thoroughly understand the concepts involved before making any changes in the procedure and c) that the analyst must compare the results obtained by the changed procedure with those resulting from this one and be certain they agree over a variety of conditions and concentration levels before accepting the new procedure.

9.6 Units for Expression of the Final Results and Conversion Factors: The concentrations resulting from the preceding calculations are micromolar, that is, micromoles per liter (µM or µmol•dm⁻³) of the nutrient ion. Expressing nutrient concentrations in these volumetric units makes them numerically dependent upon the ambient pressure experienced by the seawater sample. In order to be free of this pressure dependence many workers, chiefly those in geochemistry, choose the pressure independent units, µmol•kg⁻¹. To accomplish the numerical conversion it is necessary to know the density of the seawater samples at the time they are volumetrically drawn into the CFA pump and compared with the working standards whose concentrations are known in volumetric units. To do this one requires knowledge of the salinity of the samples and their temperature at analysis time. The salinities are generally known from the concomitant hydrographic observations. The sample temperatures closely enough approximate the laboratory temperature at the time the samples are analyzed. Fofonoff and Millard (1983) give a convenient algorithm for computing the density. The volumetric units are simply divided by the density to convert to pressure-independent gravimetric units.

9.7 Computer Software: The OSU group has developed a series of programs for nutrient data acquisition and processing. “DATABEEP,” the first of these is a QuickBASIC program for control of a Keithley Instruments System500 data acquisition system in an IBM-PC type environment. It controls acquisition and digitization of the analog data from the flow colorimeters. It does this in “background” allowing the analyst to
interact with DATABEEP's operational parameters in “foreground” to accomplish tasks like adjusting peak window delays and widths. DATABEEP's output is a raw, absorbance data file that can be edited and processed by the second program “NUTCALC.”

NUTCALC, is also a QuickBASIC program. It carries out the computations described in this section in a menu-driven environment, operating upon an array of blank, standard and sample absorbances or voltage analogs. These can have been constructed by any digital data acquisition system including DATABEEP or by manually digitizing the data. It takes the raw data file through editing and processing steps to a new data file in concentration units. NUTCALC applies baseline and sensitivity drift (assumed linear and monotonic), applies carryover corrections, computes sensitivities (or calibration factors) and computes concentrations in micromolar units. Hydrographic and other bottle data can be entered into the nutrient data file, replicate samples averaged, sample depths entered, etc. Output from the program is in ASCII format.

NUTCALC and its companion programs including a multivariable plotting program are available on request from the authors at no cost.

10.0 Quality Assurance:

Quality assurance in nutrient analyses as with any analytical procedure begins with well designed and meticulously executed sampling methods. These have already been described. The same must be said for the execution of the actual analyses themselves. The analyst must carefully monitor the performance of the CFA at all times, correcting and noting any deviations from normal and acceptable performance.

It is imperative that the analyst not continue operation of the CFA should its performance not guarantee acceptably high quality data. In such a case operation must be halted and the problem corrected. It's obvious that a CFA can generate a distressingly large amount of bad data in a short time if not properly maintained and operated. A gap in a data set is far less objectionable than a spate of bad data!

We'll go through a plan of quality assurance steps that can facilitate producing a good data set. This will include a program of replicate sampling to provide a measure of short-term, within laboratory precision, both for sampling from the water column and for analysis of homogeneous water samples by the CFA. Somewhat longer term precision can be evaluated by examining consecutive station agreement of deep samples and more rigorously by examination of variance along isopycnal surfaces over not-too-long horizontal distances.
10.1 Replicate sampling: Draw duplicate samples from two water samplers at each station. One pair is to be drawn from one of the deepest depths, another pair from the nitrate/phosphate maximum. Alternate the first with a mixed layer duplicate so that there is a good mix between low nutrient and high nutrient duplicates. The duplicates should be well separated in the sample tray and not placed in consecutive positions. As the cruise proceeds, maintain a cumulative log file of these replicate measurements.

10.2 Replicate analysis: For each station's set of samples, analyze two pairs of samples, selected in a manner similar to that in Section 10.1. Put seawater from each of the two sample bottles in two positions in the sampler tray. Again, the duplicates should be well separated in the sample tray and not placed in consecutive positions.

10.3 Quality checks during operation: Peak checking, offset detection. There are two general areas where the analyst must be diligent in maintaining quality assurance while operating the CFA and in the first steps of processing the data. First, the analyst must be conscientious to almost an extreme in constantly watching the flow characteristics of all channels of the CFA and monitoring the quality of the strip chart recorder traces. Second, if the data logging software implements an on-line computation and printout or display of root-mean-square noise on the sample peaks, the analyst must pay particular attention to abnormal variance and to correction of the cause.

10.4 Multivariate plotting of vertical profiles: As soon as possible following analysis of each station the analyst should construct a composite vertical profile plot of the nutrient data. Abnormal performance of water samplers and/or the CFA often show up as “flyers” in one or more of the nutrients. The nutrient analyst can often be the first person to notice the effects of a particular water sampler that habitually or often leaks. Sudden jumps in deep water concentrations observed upon overlaying subsequent vertical profiles can alert the analyst to a problem with preparation of a working or earlier stage calibration standard or with an unstable standard.

10.5 Use of the WHPEDIT program: The WHPEDIT program developed by the WOCE Hydrographic Program (WHP) Office serves as a highly sensitive device for the detection of flyers and offsets in the nutrient and other data. We heartily endorse its use. Further, the data originators in the WHP program, including the nutrient data originators, are responsible for the first round of assigning data quality flags to the data. WHPEDIT has been expressly designed to assist with this process and makes the process much easier for the analyst than entering data quality flags into the WHP data format by hand.
10.6 Comparison with historical data: If the analysts have time at sea and if adequate historical data are available overlaying plots of the current data with the historical data is an excellent quality assurance technique. Care must be taken that the historical data are, in fact, of quality adequate for the purpose!
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Chapter 13. Measurement of Algal Chlorophylls and Carotenoids by HPLC

1.0 Scope and field of application

Many individual algal pigments or pigment combinations and ratios are taxon-specific. Therefore, analysis of the chlorophylls and carotenoids present in a seawater sample can reveal the taxonomic composition of natural algal populations. This technique allows for the rapid separation of important phytoplankton pigments with detection limits for chlorophylls and carotenoids (using absorbance spectroscopy as analyzed by HPLC) on the order of 1 ng (Bidigare, 1991). The HPLC method described here is a modified version of Wright et al. (1991), provided by Bidigare (in press). Scientists who employ this or other methods to measure pigments should make themselves aware of the current and historical issues that surround these techniques and make appropriate decisions about specific methodologies for their application based on the scientific requirements and constraints of their individual programs.

2.0 Definition

The concentration of all pigments is given as ng kg\(^{-1}\) in seawater.

3.0 Principle of Analysis

The reverse phase high performance liquid chromatography method described here separates all the phytoplankton pigments listed below in order of polarity upon passage through a column. The most polar pigments are removed earlier than the less polar pigments.

- Chlorophyllide \(b\)
- Chlorophyllide \(a\)
- Chlorophyll \(c_3\)
- Chlorophyll \(c_1 + c_2\) and Chlorophyll Mg 3,8DVP \(a_5\)
- Peridinin
- 19' - Butanoyloxyfucoxanthin
- Fucoxanthin
- 19' - Hexanoyloxyfucoxanthin
- Prasinoxanthin
- Pyrophaeophorbide \(a\)
- Diadinoxanthin
- Alloxanthin
- Diatoxanthin
Lutein
Zeaxanthin
Chlorophyll $b$
Chlorophyll $a$
Phaeophytin $b$
Phaeophytin $a$
$\alpha$ Carotene
$\beta$ Carotene

Picoplanktonic prochlorophytes are abundant in tropical and subtropical seas and oceans. They contain divinyl-chlorophyll $a$ and divinyl-chlorophyll $b$ (more appropriately called 8-desethyl, 8-vinyl Chlorophyll), both co-eluting with “normal” chlorophyll $a$ and $b$ with this reverse phase liquid chromatography technique.

4.0 Apparatus and Reagents

4.1 Filtration System and Whatman 47 mm GF/F filters

4.2 Liquid nitrogen and freezer for storage and extraction

4.3 Glass centrifuge tubes for extraction, 15 ml

4.4 High pressure liquid chromatograph capable of delivering three different solvents at a rate of 1 ml/minute.

4.5 High-pressure injector valve equipped with a 200 µL sample loop.

4.6 Guard Column (50 x 4.6 mm, ODS-2 C18 packing material, 5 µm particle size) for extending life of primary column.

4.7 Reverse phase HPLC Column (250 x 4.6 mm, 5 µm particle size, ODS-2 Spherisorb column).

4.8 Absorbance detector capable of monitoring at 436 nm, or preferably, an on-line diode array spectrophotometer.

4.9 Data recording device: strip chart recorder or, preferably, an electronic integrator or computer equipped with hardware and software for chromatographic data analysis.
4.10 Glass syringe, 500 µl

5.0 Eluants

Eluant A (80:20, v:v, methanol: 0.5 M ammonium acetate, aq., pH=7.2), eluant B (90:10, v:v, acetonitrile:water), and eluant C (ethyl acetate). Use HPLC-grade solvents, measure volumes before mixing. Filter eluents through a solvent-resistant 0.4 µm filter before use and de-gas with helium.

The gradient program is listed in Table 13-1.

6.0 Sample Collection and Storage

Water samples are collected from niskins into clean polyethylene bottles with Tygon® tubing. Samples are immediately filtered through 47 mm GF/F filters using polycarbonate in-line filter holders (Gelman) and a vacuum of less than 100 mm Hg. Filters are folded in half twice and wrapped in aluminum foil, labeled, and stored in liquid nitrogen (to avoid formation of degradation products) until on-shore analysis. Alternatively, filters can be immediately placed in acetone for pigment extraction if analysis is to be carried out onboard ship. Samples collected for HPLC analysis can also be used in the measurement of chlorophyll a and phaeopigments by fluorometric analysis.

Filtration volume will vary with sampling location. For oligotrophic waters, 4 liters are filtered, whereas in coastal regions a smaller volume (0.5-1.0 liters) may be appropriate. In this case, a 25 mm GF/F filter is recommended.

7.0 Procedure

7.1 After removal from liquid nitrogen, the pigments are extracted by placing the filters in 5.0 ml 100% acetone. For 47 mm GF/F filters, 0.8 ml of water is retained on the filter, adjusting the final extraction solution to 86% acetone and the final extraction volume to 5.8 ml. In order to correct for any errors introduced by evaporation or experimental losses, 100 µl of an internal standard (canthaxanthin in acetone, Fluka) is added to each sample which elutes after zeaxanthin and before chlorophyll b. The samples are covered with Parafilm to reduce evaporation, sonicated (0°C, subdued light) and allowed to extract for 4 hours in the dark at -20°C. Following extraction samples are vortexed, filters are pressed to the bottom of the tube with a stainless steel spatula, and centrifuged for 5 minutes to remove cellular debris. External standards are also run before each sample set for daily HPLC calibration.
The addition of 5.0 ml acetone for pigment extraction is necessary to completely submerge 47 mm GF/F filters in 15 ml centrifuge tubes. However, this volume can be altered depending on the sizes of the filter and the extraction tube.

7.2 The HPLC system is setup and equilibrated with solvent system A at a flow rate of 1 ml/min.

7.3 Samples and standards are prepared for injection by mixing a 1 ml aliquot of the pigment extract with 300 µl of distilled water in a 2 ml amber vial. Shake and allow to equilibrate for 5 minutes prior to injection.

7.4 Approximately 500 µl of a sample is injected into the 200 µl sample loop and the three-step solvent program initiated is on closure of the injection valve. The chromatogram is then collected on a recording device.

7.5 The identities of the peaks from the sample extracts are determined by comparing their retention times with those of pure standards and algal extracts of known pigment composition. Peak identities can be confirmed spectrophotometrically by collecting eluting peaks from the column outlet.

7.6 Calibration: The HPLC system is calibrated with pigment standards obtained commercially (chlorophylls \(a\) and \(b\), and \(\beta\)-carotene can be purchased from Sigma Chemical Co., and zeaxanthin and lutein from Roth Chemical Co.) and/or by preparative scale HPLC (collecting and purifying HPLC fractions and placing in standard solvents) standards. Concentrations of pigment standards should be determined using a monochromator-based spectrophotometer in the appropriate solvents prior to the calibration of the HPLC system. The recommended extinction coefficients for most of the common algal pigments are provided in Table 13-2 (Bidigare 1991). Pigment standard concentrations are calculated as follows:

\[
C_s = \frac{(A_{\text{max}} - A_{750\text{nm}})}{E \times l} \times \frac{1000\text{mg}}{1\text{g}}
\]

where:

- \(C_s\) = pigment concentration (mg \(l^{-1}\))
- \(A_{\text{max}}\) = absorbance maximum (Table 2)
- \(A_{750\text{nm}}\) = absorbance at 750 nm to correct for light scattering
- \(E\) = extinction coefficient (L g\(^{-1}\) cm\(^{-1}\), Table 2)
- \(l\) = cuvette path length (cm)
Standards stored under nitrogen in the dark at -20°C are stable for approximately one month.

After determining the concentrations of the pigment standard they are injected onto an equilibrated HPLC system to calculate standard response factors (RF). Response factors are calculated as weight of standard injected (determined spectrophotometrically) divided by the area of the pigment standard plus areas of structurally related isomers, if present.

8.0 Calculation and expression of results

Concentration of the individual pigments in the sample are calculated using the following formula:

\[
C_i = \left( A \times (RF) \times \left( \frac{1}{IV} \right) \times (EV) \times \left( \frac{1}{SV} \right) \right)
\]

where:

- \(C_i\) = individual pigment concentration (ng per liter)
- \(A\) = integrated peak area
- \(RF\) = standard response factor
- \(IV\) = injection volume
- \(EV\) = extraction volume with internal standard correction
- \(SV\) = sample volume

The units of ng kg\(^{-1}\) can be obtained by dividing this result by the density of the seawater.

9.0 References


Table 13-1. HPLC solvent system program.

<table>
<thead>
<tr>
<th>Time</th>
<th>Flow Rate</th>
<th>%A</th>
<th>%B</th>
<th>%C</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>Linear gradient</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>Linear gradient</td>
</tr>
<tr>
<td>2.6</td>
<td>1.0</td>
<td>0</td>
<td>90</td>
<td>10</td>
<td>Linear gradient</td>
</tr>
<tr>
<td>13.6</td>
<td>1.0</td>
<td>0</td>
<td>65</td>
<td>35</td>
<td>Linear gradient</td>
</tr>
<tr>
<td>18.0</td>
<td>1.0</td>
<td>0</td>
<td>31</td>
<td>69</td>
<td>Hold</td>
</tr>
<tr>
<td>23.0</td>
<td>1.0</td>
<td>0</td>
<td>31</td>
<td>69</td>
<td>Linear gradient</td>
</tr>
<tr>
<td>25.0</td>
<td>1.0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>Linear gradient</td>
</tr>
<tr>
<td>26.0</td>
<td>1.0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>Hold</td>
</tr>
<tr>
<td>34.0</td>
<td>1.0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>Inject</td>
</tr>
</tbody>
</table>
### Table 13-2:

<table>
<thead>
<tr>
<th>Pigment</th>
<th>Wavelength (solvent)</th>
<th>E 1cm(L g⁻¹cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorophyll a</td>
<td>664 nm (90% acetone)</td>
<td>87.67</td>
</tr>
<tr>
<td>Chlorophyll b</td>
<td>647 nm (90% acetone)</td>
<td>51.36</td>
</tr>
<tr>
<td>Chlorophyll c₁+c₂</td>
<td>631 nm (90% acetone)</td>
<td>42.6</td>
</tr>
<tr>
<td>Chlorophyllide a</td>
<td>664 nm (90% acetone)</td>
<td>128.0</td>
</tr>
<tr>
<td>Fucoxanthin</td>
<td>449 nm (EtOH)</td>
<td>160.0</td>
</tr>
<tr>
<td>19' - Hexanoyloxyfucoxanthin</td>
<td>447 nm (EtOH)</td>
<td>160.0</td>
</tr>
<tr>
<td>19' - Butanoyloxyfucoxanthin</td>
<td>446 nm (EtOH)</td>
<td>160.0</td>
</tr>
<tr>
<td>Lutein</td>
<td>445 nm (EtOH)</td>
<td>255.0</td>
</tr>
<tr>
<td>Zeaxanthin</td>
<td>450 nm (EtOH)</td>
<td>254.0</td>
</tr>
<tr>
<td>Prasinoxanthin</td>
<td>454 nm (EtOH)</td>
<td>160.0</td>
</tr>
<tr>
<td>Alloxanthin</td>
<td>453 nm (EtOH)</td>
<td>262.0</td>
</tr>
<tr>
<td>Peridinin</td>
<td>472 nm (EtOH)</td>
<td>132.5</td>
</tr>
<tr>
<td>Diadinoxanthin</td>
<td>446 nm (EtOH)</td>
<td>262.0</td>
</tr>
<tr>
<td>Diatoxanthin</td>
<td>449 nm (EtOH)</td>
<td>262.0</td>
</tr>
<tr>
<td>β Carotene</td>
<td>453 nm (EtOH)</td>
<td>262.0</td>
</tr>
<tr>
<td>Phaeophorbide a</td>
<td>665 nm (90% acetone)</td>
<td>69.8</td>
</tr>
<tr>
<td>Phaeophytin a</td>
<td>665 nm (90% acetone)</td>
<td>49.5</td>
</tr>
</tbody>
</table>
Chapter 14. Measurement of Chlorophyll \( a \) and Phaeopigments by Fluorometric Analysis

1.0 Scope and field of application

Chlorophyll \( a \) measurements have historically provided a useful estimate of algal biomass and its spatial and temporal variability. The fluorometric method is extensively used for the quantitative analysis of chlorophyll \( a \) and phaeopigments. However, errors can be introduced into the results when chlorophylls \( b \) and/or chlorophylls \( c \) are present. Chlorophyll \( b \) is the main source of error in this method. While generally not abundant in surface waters, chlorophyll \( b \) can be as high as 0.5 times the chlorophyll \( a \) concentration in the deep chlorophyll maximum, causing slight underestimations of the chlorophyll \( a \) concentration, and drastic overestimations of the phaeopigment concentrations. Divinyl-chlorophyll \( a \) also interferes and is taken as chlorophyll \( a \) by this method. The procedure described here is appropriate for all levels of chlorophyll \( a \) concentration in the marine environment. Filtration volumes should be modified for the different environments. Scientists who employ this or other methods to measure pigments should make themselves aware of the current and historical issues that surround these techniques and make appropriate decisions about specific methodologies for their application based on the scientific requirements and constraints of their individual programs.

2.0 Definition

The concentrations of chlorophyll \( a \) and phaeopigments in seawater are given as \( \mu \text{g kg}^{-1} \).

3.0 Principle of Analysis

Algal pigments, particularly chlorophyll \( a \), fluoresce in the red wavelengths after extraction in acetone when they are excited by blue wavelengths of light. The fluorometer excites the extracted sample with a broadband blue light and the resulting fluorescence in the red is detected by a photomultiplier. The significant fluorescence by phaeopigments is corrected for by acidifying the sample which converts all of the chlorophyll \( a \) to phaeopigments. By applying a measured conversion for the relative strength of chlorophyll and phaeopigment fluorescence, the two values can be used to calculate both the chlorophyll \( a \) and phaeopigment concentrations.

4.0 Apparatus

4.1 Filtration system and Whatman GF/F filters

4.2 Liquid nitrogen and freezer for storage and extraction
4.3 Glass centrifuge tubes for extraction, 15 ml

4.4 Turner fluorometer, fitted with a red sensitive photomultiplier, a blue lamp, 5-60 blue filter and 2-64 red filter.

5.0 Reagents

5.1 100% acetone

5.2 90% acetone

5.3 1.2M HCl (100 ml HCl in 900 ml de-ionized water)

6.0 Sample Collection and Storage

Water samples are collected from niskins into clean polyethylene bottles with Tygon® tubing. Samples are immediately filtered through 47 mm GF/F filters using polycarbonate in-line filters (Gelman) and a vacuum of less than 100 mm Hg. Filters are folded in half twice and wrapped in aluminum foil, labeled, and stored in liquid nitrogen (to avoid formation of degradation products) until shore analysis. Alternatively, filters can be placed immediately in acetone for pigment extraction if analysis is to be carried out onboard ship.

In oligotrophic waters, for this measurement coupled with HPLC determined pigments, 4 liters are filtered. For fluorometric analysis alone, a smaller volume (0.5 -1.0 l) may be sufficient. In coastal regions, a volume of 0.1-0.5 l may be adequate. In this case, use of 25 mm GF/F filters may be appropriate.

7.0 Procedure

7.1 After removal from liquid nitrogen or freezer), the pigments are extracted by placing the filters in 5.0 ml 100% acetone. For 47 mm GF/F filters, 0.8 ml of water is retained adjusting the final extraction solution to 86% acetone and the final extraction volume to 5.8 ml. The samples are covered with Parafilm to reduce evaporation, sonicated (0°C, subdued light) and allowed to extract for 4 hours in the dark at -20°C. Following extraction, samples are vortexed, filters are pressed to the bottom of the tube with a stainless steel spatula and spun down in a centrifuge for 5 minutes to remove cellular debris. For fluorometric analysis (not HPLC), decantation can replace centrifuging.
7.1.1 The addition of 5.0 ml acetone for pigment extraction is necessary to completely submerge 47 mm GF/F filters in 15 ml centrifuge tubes. This volume may be altered depending on the size of the filter and volume of the extraction tube.

7.2 The fluorometer is allowed to warm up and stabilize for 30 minutes prior to use.

7.3 The fluorometer is zeroed with 90% acetone.

7.4 1.0 ml of pigment extract is mixed with 4.0 ml 90% acetone in a cuvette and read on the appropriate door to give a reading between 30 and 100. The sample is then acidified with 2 drops of 1.2 M HCl. Further dilutions may be necessary for higher chlorophyll $a$ concentrations.

7.5 **Standardization**

7.5.1 For laboratory use, the fluorometer is calibrated every 6 months with a commercially available chlorophyll $a$ standard (*Anacystis nidulans*, Sigma Chemical Company). If the fluorometer is taken to sea, it is recommended that the fluorometer be calibrated before and after each cruise.

7.5.2 The standard is dissolved in 90% acetone for at least 2 hours and it’s concentration (mg l$^{-1}$) is calculated spectrophotometrically as follows:

\[
chl_a = \frac{(A_{\text{max}} - A_{750\text{nm}})}{E \times l} \times \frac{1000\text{mg}}{1\text{gram}}
\]

where:

- $A_{\text{max}}$ = absorption maximum (664 nm)
- $A_{750\text{nm}}$ = absorbance at 750 nm to correct for light scattering
- $E$ = extinction coefficient for chl $a$ in 90% acetone at 664 nm ($87.67 \text{ L g}^{-1} \text{cm}^{-1}$)
- $l$ = cuvette path length (cm)

7.5.3 From the standard, a minimum of five dilutions are prepared for each door. Fluorometer readings are taken before and after acidification with 2 drops 1.2 M HCl.

7.5.4 Linear calibration factor ($K_x$) are calculated for each door (x) as the slope of the unacidified fluorometric reading vs. chlorophyll $a$ concentration calculated spectrophotometrically.
7.5.5 The acidification coefficient ($F_m$) is calculated by averaging the ratio of the unacidified and acidified readings ($F_o/F_a$) of pure chlorophyll $a$.

7.5.6 Samples are read using a door setting that produces a dial reading between 30 and 100. The fluorometer is zeroed with 90% acetone each time the door setting is changed.

8.0 Calculation and expression of results

The concentrations of chlorophyll $a$ and phaeopigments in the sample are calculated using the following equations:

\[ \text{Chl (\mu g/l)} = \left( \frac{F_m}{F_m-1} \right) \times (F_o - F_a) \times K_x \times \left( \frac{\text{vol}_{ex}}{\text{vol}_{filt}} \right) \]

\[ \text{Phaeo (chl equiv. weights)} = \left( \frac{F_m}{F_m-1} \right) \times [(F_m \cdot F_a) - F_o] K_x \cdot \text{vol}_{ex} \]

where:
- $F_m$ = acidification coefficient ($F_o/F_a$) for pure Chl $a$ (usually 2.2).
- $F_o$ = reading before acidification
- $F_a$ = reading after acidification
- $K_x$ = door factor from calibration calculations
- $\text{vol}_{ex}$ = extraction volume
- $\text{vol}_{filt}$ = sample volume

9.0 References


Chapter 15. Determination of Particulate Organic Carbon and Particulate Nitrogen

1.0 Scope and field of application

This procedure describes a method for the determination of particulate organic carbon and particulate nitrogen in seawater. The assay is appropriate for measuring oceanic levels of particulate organic carbon (5.0 - 500.0 µg C/kg) and particulate nitrogen (0.5 - 100.0 µg N/kg). The principles for this method were first described by Gordon (1969) and Kerambrun and Szekielda (1969). Sharp (1974) describes a number of useful modifications to the existing method applied here. Detailed description of the analytical procedure is given by the manufacturer (Control Equipment Corporation 1988). Some of the details of the actual measurement of carbon and nitrogen in this method are specific to the Control Equipment Corporation (CEC) 240-XA Elemental Analyzer hardware used at the Bermuda Atlantic Time-series Study. Scientists who employ this or other methods to measure POC and PN should make themselves aware of the current and historical issues that surround these techniques and make appropriate decisions about specific methodologies for their application based on the scientific requirements and constraints of their individual programs.

2.0 Definition

2.1 The concentration of particulate organic carbon is given in µg C/kg seawater.

2.2 The concentration of particulate nitrogen is given in µg N/kg seawater.

3.0 Principle of Analysis

A dried, acidified sample of particulate matter is combusted at 960°C. The organic carbon is converted to CO₂ and the nitrogen oxides are subsequently reduced to N₂ gas. Both gases are measured by thermal conductivity.

4.0 Apparatus

4.1 Control Equipment Corporation (CEC) 240-XA Elemental Analyzer (Leeman Labs, Inc.)

4.2 CAHN Model 4400 Electrobalance

4.3 Hewlett Packard (HP-150) Analytical Software
5.0 Reagents

5.1 Hydrochloric acid (concentrated HCl: reagent grade)

5.2 Acetanilide (reagent grade): Acetanilide has 0.7109 g C and 0.1036 g N per g total mass.

6.0 Sampling

The POC/PN samples are taken after oxygen, CO₂, salinity and nutrient samples have been removed, approximately 30–60 minutes after the CTD/rosette reaches the surface. Settling of large particles in the Niskin bottles will create a non-uniform distribution of the particles within this period of time. For best results, the Niskin bottle should therefore be shaken before sampling or the entire volume filtered (including the volume below the spigot).

Samples are collected in 4 liter polypropylene bottles equipped with a 1/4” outlet at the base. The filtration is “in-line” with the filter mounted in a Delrin filter holder. The holder is connected to the outlet at the bottom of the 4 liter bottle on one end and a vacuum system (liquid container and pump) on the other. Two liters are normally filtered at all depths (although this volume may not be adequate for all systems) from surface to 1000 m onto precombusted (450°C, 5 hours) 25 mm Whatman GF/F filters (nominal pore size 0.7 µm). The filter is removed, wrapped in precombusted aluminum foil and stored frozen in a deep freezer (-20°C) until processed.

7.0 Procedures

7.1 Sample Analysis

7.1.1 Prior to analysis, the filters are thawed, allowed to dry overnight at 65°C in acid washed and precombusted (450°C, 2 hours) scintillation vials and then placed overnight in a desiccator saturated with HCl fumes. The air in the desiccator is kept saturated by leaving concentrated HCl in an open container in the lower compartment of the desiccator. Thereafter, the filters are dried again at 65°C and packed in precombusted (850°C, 1 hour) nickel sleeves.

7.1.2 The samples are analyzed on a Control Equipment Corporation (CEC) 240-XA Elemental Analyzer following the guidelines given by the manufacturer. Sixty-four samples are run at a time on the auto-sampler, of which one is a standard (see below) and approximately nine are Ni sleeve blanks. The machine operator checks on the machine regularly to ensure that problems
have not developed. Data are collected and stored by a microcomputer automatically.

7.2 **Standardization and blank determination:** Acetanilide standard and blanks (empty Ni sleeves) are measured prior to each batch run of samples (64 samples). A minimum of three empty filters are processed as an ordinary sample and analysed for each cruise as filter blanks. The acetanilide standard is weighed in acetone washed tin capsules on a CAHN Electrobalance. Standard weights are usually between 0 and 2.0 mg. The tin capsule with the standard is put into a nickel sleeve and run on the Elemental Analyzer. The empty filter blanks should be treated exactly like sample filters except that no sample water is passed through them.

8.0 **Calculation and expression of results**

The POC and PN weights of each of the samples are integrated and estimated automatically by the Hewlett Packard (HP-150) Analytical Software, supplied with the CEC instrument. The program automatically includes the latest Ni sleeve blank into its calculations. The *in-situ* concentration is estimated:

\[ \mu g/kg = \frac{S - B}{V \rho} \]

Where:

- \( S \) = the result for the filtered sample
- \( B \) = the measured filter blank
- \( V \) = volume filtered (liters)
- \( \rho \) = density (a function of T, S and P, where T = model temperature at filtration, S = salinity of the sample, and P = atmospheric pressure)

9.0 **References**


1.0 Scope and field of application

This protocol describes a high temperature combustion/direct injection (HTC/DI) technique for the determination of dissolved organic carbon (DOC) in seawater, suitable for the assay of concentrations of DOC (30-300 μmol C/kg).

2.0 Definition

The DOC content of seawater is defined as the total concentration of all non-volatile organic substances expressed as moles of C per kilogram of seawater. An alternate and equivalent definition for the DOC content of seawater is the number of moles of carbon dioxide produced when all of the non-volatile organic substances are fully oxidized. For example, if a sample contained 60 μmol of glucose per kilogram, then the DOC content would be 360 μmol C/kg.

3.0 Principle of analysis

This method of analysis is based upon the complete oxidation of organic compounds to carbon dioxide followed by quantitative measurement of the CO₂ produced by non-dispersive infra-red (NDIR) analysis. This technique was first attempted for seawater by Sharp (1973) upon modification of a procedure developed by Van Hall et al. (1963) for fresh water. Interferences from the particulate carbon and inorganic carbon in seawater are first removed by filtration through glass fiber filters and sparging with CO₂-free gas after acidification of the sample (Sharp and Peltzer, 1993).

The instrument response is calibrated by the method of standard additions. Known amounts of organic compounds are added to produce a series of solutions with consistently increasing concentrations of organic carbon. The slope of the regression line obtained when peak area is plotted against the amount of carbon added is the instrument response factor. Both distilled water and seawater solutions have been used for this calibration. The principle is the same although the calculations are slightly different. (See section 8.3 below).

The instrument blank is determined by injecting the identical volume used during sample analysis and measuring the peak area. The peak area represents the amount of CO₂ liberated from the catalyst/combustion tube upon injection of a liquid sample and so each injection must be corrected by subtraction of this amount. It is important that the water used for this purpose be as carbon-free as possible (otherwise over-correction will occur and the DOC concentration will be under-estimated) and that this measurement be
repeated throughout the analytical sequence to closely monitor the instrument blank which may vary over time and use. Until a universally available source of carbon-free seawater (CFSW) is developed, carbon-free distilled water (CFDW) is recommended.

4.0 Apparatus

4.1 Filtration apparatus: In cases where POC levels are high (>2 μmol C/kg), the samples need to be filtered to avoid interference with the DOC determination. Samples are filtered through a Whatman GF/F glass fiber filter using an in-line filter holder. Samples can be either gravity filtered directly from the Niskin bottle or pressured filtered at < 3 psig. Samples should not be vacuum filtered as this often results in low level contamination.

4.2 Sparging apparatus: After filtration and acidification, samples are sparged to remove > 99.95% of the inorganic carbon. For small volume samples (< 40 mL) samples can be sparged by bubbling CO₂ free gas (oxygen or nitrogen) through a fine teflon line (spaghetti tubing) placed directly in the sample to almost the vessel bottom. A flow-rate of 100-20 mL/min for 6-8 minutes is usually sufficient to remove all inorganic carbon. For larger samples, a polyethylene frit on the end of a 3mm diameter teflon tube aids in the production of fine bubbles. For 80-100 mL samples a flowrate of 500 mL/min for 5-6 minutes is usually sufficient. Each investigator should check the efficiency of their sparging system by re-sparging several samples. A consistent decrease of > 1 μmol C/kg after re-sparging indicates insufficient sparging during the first time period.

4.3 DOC analyzer: Several versions of HTC/DI analyzers have been built, either commercially or “homemade”. Each of these consists of a furnace and gas processing stream containing the following essential components:

4.3.1 Source of CO₂-free carrier gas (preferably oxygen although nitrogen has been used) delivered through a pressure regulator with a stainless steel diaphragm.

4.3.2 High temperature combustion furnace.

4.3.3 Syringe to inject the seawater sample.

4.3.4 Trap to remove HCl and SO₂.

4.3.5 Aerosol filter.

4.3.6 NDIR CO₂ analyzer.
4.3.7 Peak area integrator

5.0 Reagents

5.1 Gases

5.1.1 Oxygen: Ultra-high purity or zero-grade oxygen may be used for sparging and as the carrier gas for the DOC analyzer. The gas may contain at most 1 ppm total hydrocarbons and 1 ppm CO₂. Typically, the UHP gas is listed as >99.993%, the zero-grade gas as >99.6%—it contains some nitrogen. Both gases should be passed through a drying trap filled with ascarite for final removal of CO₂ immediately prior to use.

5.1.2 Nitrogen: Ultra-high purity or zero-grade nitrogen may be used for pressure filtration. The gas should contain at most 1 ppm total hydrocarbons and 1 ppm CO₂. Typically, the UHP gas is listed as > 99.998%. The gas is passed through a drying trap filled with ascarite for final removal of CO₂ immediately prior to use.

5.2 Dry chemicals

5.2.1 Ascarite: Thomas Scientific, Swedesboro, NJ.

5.2.2 Magnesium perchlorate (anhydrous): Fisher Chemical Co., Pittsburgh, PA.

5.2.3 Soda lime (4-8 mesh). Fisher Chemical Co.

5.3 Solutions

5.3.1 50% (w/w) phosphoric acid: Prepared by diluting the nominally 85% (w/w) concentrated acid (Fisher Chemical Co.) with CFDW.

5.3.2 AgNO₃/H₃PO₄: Mix 5 g of AgNO₃ (Fisher Chemical Co.) with 95 g 10% H₃PO₄.

5.3.3 KHP stock solution: 4 mM potassium hydrogen phthalate (Aldrich Chemical Company, Milwaukee, WI) in CFDW.

5.3.4 30% (w/w) hydrogen peroxide: Fisher Chemical Co.

5.3.5 10% (w/v) sodium hydroxide: Mallinckrodt Specialty Chemicals Co., Paris, Kentucky.
5.3.6 0.1N hydrochloric acid: prepared from doubly distilled azeotrope.

6.0 Sampling

6.1 Sample bottle preparation

6.1.1 100 mL “Boston rounds”: Soak bottles overnight in room-temperature 10% NaOH. Drain, rinse three times with distilled water, three more times with 0.1N HCl and finally three times with distilled water. Oven dry overnight at 150°C. The green caps with integral teflon liners are cleaned by soaking for one hour or more in distilled water, rinsed with same then air dried. The removable teflon liners (which are added to the caps when dry) are cleaned by rinsing with distilled water, sonicating three times with acetone for fifteen minutes followed by three more ultra-sonic treatments with dichloromethane. The liners are then rinsed with dichloromethane and oven dried at 150°C overnight.

6.1.2 40 mL “EPA vials”: Rinse each 40 mL vial three times with distilled water to remove dust and other fine particles. After air-drying, place in muffle furnace at 500°C overnight (12-16 hrs) then cool. Cap with green caps when cool. The green caps with integral teflon liners are cleaned by soaking for one hour or more in distilled water, rinsed with same then air dried. The removable teflon liners (which are added to the caps when dry) are cleaned by rinsing with distilled water, sonicating three times with acetone for fifteen minutes followed by three more ultra-sonic treatments with dichloromethane. The liners are then rinsed with dichloromethane and oven dried at 150°C overnight.

6.2 Niskin bottles: Use of “well-aged” Niskin bottles is recommended. Replace all O-rings with silicone ones and use either teflon coated stainless steel springs or heavy-walled silicone tubing. The stopcocks may be nylon, polypropylene or teflon but not PVC. The bottles should be free of oil and dirt and rinsed thoroughly with fresh water before the ship leaves port. At a test station or at the first station, the bottles should be well rinsed with seawater. Repeated lowerings and firings at 1-2000 m is recommended.

6.3 Drawing of samples: DOC samples are easily contaminated with organic compounds adsorbed from the air, from fingerprints or on the sampling ports. In order to keep the sampling ports as clean as possible for these samples, no Tygon® or phthalate containing tubing may be used in connection with the sampling ports prior to drawing the DOC samples. Ideally, DOC samples should be drawn first, and if not first, then immediately following the gas samples. The sample should be allowed to flow freely from the Niskin bottle for a few seconds to clean the port. No transfer tubing
is necessary. The sample bottle should not be allowed to contact the sampling port, rather the sample should flow through a few cms of air before entering the bottle. The bottles and caps are rinsed three times with a small volume of sample and then the bottle is immediately filled. Allow a sufficient headspace for sparging the sample.

6.4 **Sample acidification:** For open ocean seawater samples of 35ppt salinity, 5 μL of 50% H$_3$PO$_4$ should be added per mL of sample. The acid may be added immediately after the sample is drawn (if a clean environment for this work is available) or one may wait the 20-30 minutes required to sample the whole hydrocast, then acidify all the samples at the same time in the lab. Unless drawing the sample or acidifying, the bottles should be tightly capped at all times to avoid contamination of the samples from the ship's stack gases or fuel vapors.

6.5 **Sample storage:**

6.5.1 **Refrigeration for short-term:** Unless the samples will be analyzed immediately, they should be refrigerated at 2-4°C until analyzed immediately after acidification. This type of storage is acceptable for time periods ranging from a few hours to several months.

6.5.2 **Freezing for long-term:** If the samples are not to be analyzed during the course of the cruise, they should be frozen until time of analysis for best keeping. Immediately after acidifying, the samples should be placed in an aluminum block (specifically bored-out to maintain a tight fit with the sample vials) cooled to -20°C to achieve a rapid cooling of the samples. After one hour, the samples should be checked to see if they are frozen. Super-cooling often occurs. In this case a quick twist of the vial often encourages immediate solidification of the sample with little or no brine formation. Once frozen, samples may be moved to a cardboard container for storage at -20°C. Samples should be kept frozen until analysis. Avoid thawing and slow re-freezing of the samples as this encourages fractionation of the samples and brine formation.

7.0 **Procedures**

7.1 **CFDW preparation:** Carbon-free distilled water (CFDW) can be prepared by a variety of methods. However, no method is refined to the point that guarantees a DOC level below a certain limit. Thus it is imperative that the analyst continually check the quality of his blank water, maintain suitable quality control charts, and cross-check with other sources and analysts.
7.1.1 *UV-H₂O₂ method:* Low DOC water (<20 μMC)—either distilled, Milli-Q or reverse osmosis—is placed inside a one liter Quartz flask. One mL of 30% H₂O₂ is added and the solution tightly capped with a quartz stopper. The flask is then placed in direct sunlight on a cloudless day for 8-10 hours. This process is repeated 3-4 times, or until the instrument blank “levels-off”. Then the irradiation process is repeated once more without the additional H₂O₂. After several days this solution becomes saturated with oxygen so one must be careful not to vigorously shake the solution. It is also a good idea to relieve the internal pressure from time to time.

7.1.2 *Redistillation from persulfate:* Very low DOC water (< 4 μMC, comparable to the UV-H₂O₂ oxidized CFDW) can be prepared by redistillation from persulfate. Milli-Q water is further purified by reverse osmosis then distilled in an all-glass still. This water is then re-distilled in 1L batches after addition of 1g K₂S₂O₈ and 1 mL 85% H₃PO₄ per liter of water (see Benner and Strom, 1993).

7.1.3 *Milli-Q.* Some Milli-Q systems are capable of achieving comparable quality water straight-away. However, this can only be verified by comparison against other sources and long-term reference solutions. Continual quality control is a must when this source of CFDW is used.

7.2 *Standard preparation:*

7.2.1 *Distilled water standards:* A series of reference solutions with a step-interval of approximately 32 μMC are prepared by sequential addition of the 4 mM KHP standard stock solution to 100 mL of distilled water. Add 0, 100, 200, 300, 400 and 500 μL of the standard stock solution to six 100 mL volumet-rics. Fill to volume with the same CFDW used to make the reference water. To each add 500 μL of 50% H₃PO₄. Seal and store at 4°C. The exact concentration of the standards can be calculated directly from the concentration of the stock solution:

\[
\text{DOC(μMC)} = \left(\frac{(\text{vol std} \times \text{con. stock solution})}{100\text{ml}}\right)
\]

7.2.2 A series of seawater based reference solutions with a step-interval of approximately 32 μMC are prepared by sequential addition of the 4 mM KHP standard stock solution to 100 mL aliquots of seawater water. It is best to use deep ocean seawater (> 1000m) or well filtered and aged surface water. Weigh out the equivalent of 100 mL of seawater (mass = 100 mL * density at lab temperature—calculate density from measured salinity) into six 100 mL bottles. Add 0, 100, 200, 300, 400 and 500 μL of the standard stock solution.
to the bottles in order. To each add 500 μL of 50% H₃PO₄. Seal and store at 4°C. The exact concentration of the standards can be calculated from the concentration of the stock solution and the background DOC concentration as described below in section 8.3.2.

7.3 **Blank determination**: It is essential that all peak area measurements are corrected for the instrument blank. In order to do this, a CFDW sample is injected at regular intervals throughout the day’s analysis run (see section 7.5). Typically, three injections of the blank water sample are made at a regular time interval (usually 4-5 mins). This water is acidified and sparged in the same fashion as the samples.

7.4 **Response factor determination**: There are two ways to determine the instrument response factor. The first involves running the complete set of standard solutions. Generally, this method is used only when a few or no samples are to be run that day due to its time-consuming nature. The second involves running only two standards (high and low) spanning the range of concentrations expected for that day’s run. Typically, this method is used when a large number of unknown samples are to be run that day. The standards are then run **both** at the beginning and the end of the day’s run (see section 7.5).

7.4.1 **Standard addition series**: After running 3 or 4 warm-up samples (three injections of each) and a CFDW blank, the complete set of the standard addition series is run—again, three injections of each. Finally, a CFDW blank is run. The response factor is calculated as per the method in section 8.3.1 for distilled water or 8.3.2 for seawater based standards.

7.4.2 **Two-point determination**: When a large number of samples are to be run, a two-point calibration is practical. The two standards should bracket the extremes of that day’s runs. There should be a difference in concentration between the two of 60-120 μMC for typical open ocean samples. The two standards should be bracketed by CFDW samples to observe and correct for any change in instrument blank. This calibration is done twice: Once at the beginning of the day’s run and once at the end. By repeating the calibration at both the beginning and end of the day’s run it is possible to tell if the instrument response factor was drifting during the day and to correct for any drift observed.

7.4.3 **CO₂ gas standard calibration**: Both of the proceeding methods assume that complete oxidation of the added standard is occurring. In order to verify this, one can by-pass the uncertainty of the oxidation step by injecting CO₂ in air standards. These should be obtained from a reliable source (e.g. in the U.S., NIST) with the concentration known to a precision of ±< 1 ppm. Calibrate the instrument response by injecting (in triplicate) a series of volumes then
plot mean peak areas versus moles of CO$_2$ injected divided by your nominal injection volume. Remember that CO$_2$ is not an ideal gas so the Van der Waals equation of state must be used to calculate the number of moles injected from the observed volume and room temperature and pressure. The slope of this line should be identical with your normal calibration.

7.5 **Analytical protocol**: A typical day’s run consists of 3-4 warm-up seawater samples, a CFDW blank, a calibration set, a series of samples run in groups of 4-6 with CFDW blanks interdispersed, a CFDW blank, a second calibration set and a CFDW blank. The warm-up seawater samples are run to minimize and stabilize the instrument background/blank. The same sample is run repeatedly so it will be possible to see if the instrument blank has stabilized. If the instrument is still drifting after 4 samples, run a few more until a repeatable signal is obtained for the warm-up sample before beginning the high-low calibration set.

7.6 **Sample injection**: All samples (warm-up, CFDW, calibration, or unknown) are injected in triplicate. Samples are first sparged with CO$_2$-free gas (see section 4.2) then the syringe is filled. First, rinse the syringe three times with sample, discarding each rinse, then over-fill the syringe. Invert to expel all air bubbles and express excess sample. The sample is then injected into the furnace. Different instruments have different procedures but a common thread is the injection of samples at regular time intervals to minimize instrument background/blank variation. While making one run, sparge the sample for the next analysis. All NDIR data is digitized and recorded by computer.

7.7 **Post-Analysis**: Following the sample analysis runs, a recalibration sequence and CFDW blanks must be done. Finally, the CFDW used for the day’s run is compared with the long-term standard to check for drift/contamination. The data are reprocessed according to the equations in section 8.

8.0 **Calculation and Expression of Results**

8.1 **Peak Screening**: Before calculating the mean corrected peak area for each sample, it is imperative that the peak integration be verified. Check that the integration baseline is correct—intercepting the middle of the baseline noise at both the beginning and end of each peak. Reject peak areas (or re-integrate peaks) where improper baseline is observed, poor or irregular peak shape is observed or there is other indications of a bad injection. Average all acceptable peaks for each sample or blank run.

8.2 **Blank Correction**: Early in the lifetime of the combustion tube, the instrument blank tends to slowly decrease. In these cases, interpolate the instrument blank between
CFDW runs to blank correct the sample runs. Use a simple linear interpolation. Later in the combustion tube lifetime, the instrument blank can be stable. On these days, average the instrument blank over the course of the days run. Calculate the mean corrected peak area by subtracting the appropriate instrument blank.

8.3 Response factor determination

8.3.1 Distilled water standard addition series: Plot the mean corrected peak area as a function of the concentration of the distilled water standard. Fit a linear regression to the points. The slope of the line is the instrument response factor in area units per micromole.

8.3.2 Seawater based standard addition series: Because the seawater used to make the seawater-based standard addition series contains DOC, one must do the calculation twice. The first pass determines the background DOC level, the second pass to determine the concentration of each standard. First plot the mean corrected peak areas vs. the amount of DOC added calculated by the following formula:

\[
\text{DOC + add (\mu M)} = \frac{(\text{vol. std} \times \text{conc. stock solution})}{((\text{mass of seawater}/\text{density}) + \text{vol std.} + \text{vol. acid})}
\]

Fit a linear regression to the points. The slope of the line is the instrument response factor in area units per micromole. The DOC background can be calculated from the y-intercept:

\[
\text{Background DOC} = y - \text{intercept/slope}
\]

Now the exact concentration of each standard can be calculated taking into account the DOC background and the acid+std. dilution effect:

\[
\text{DOC(\mu M)} = \frac{(\text{vol. std} \times \text{conc. stock solution}) + (\text{bkgrd} \times \text{mass of seawater}/\text{density})}{((\text{mass of seawater}/\text{density}) + \text{vol std.} + \text{vol. acid})}
\]

Now re-plot the mean corrected peak areas vs. the actual concentration of the standard solutions. Fit a linear regression to the points. The slope of the line
is the instrument response factor in area units per micromole. Note that this slope includes an adjustment for the amount of acid added. To accurately determine the sample concentrations, they will need to be corrected for the amount of acid added (see section 8.4.4).

8.3.3 Two-point determination: After running the two standards, correct their mean areas for the instrument blank, then calculate the instrument response factor:

\[
\text{slope} = \frac{\text{mean net area (high–standard) – mean net area (low–standard)}}{\text{conc (high–standard) – conc (low–standard)}}
\]

This calibration is done twice daily. Differences between the morning and afternoon calibrations greater than 3% of the mean calibration mean that the instrument calibration is drifting and the response factor must be interpolated for that day’s run (Section 8.4.2, below). Differences of less than 3% are most likely due to noise. Calculate the average of the two response factors.

8.4 Sample analysis

8.4.1 Blank determination: Plot the mean area for each of the day’s CFDW runs (in area units) versus run number. If no trend is apparent, then the mean of that day's CFDW runs should be calculated. Otherwise, to determine the blank, a simple linear interpolation is generally sufficient. For example, find the difference between two successive blanks, count the number of runs in between and divide the difference by this count plus one. The quotient is the step difference in the blank for successive runs.

8.4.2 Response factor interpolation: When the difference between the morning and afternoon calibrations is greater than 3% of the mean response factor, it is necessary to interpolate the response factor for calculation of sample concentrations measured during the day. A simple linear interpolation is used. To find the step difference in the calibration factor, find the difference between the two calibrations and divide by the number of intervening runs plus one.

8.4.3 Zero water adjustment: The CFDW used to make instrument blank measurements throughout the day is often > 0 μMC. When this area is subtracted from the sample peak areas, it results in an over-correction and an under-estimation of the DOC concentration. Thus it is important to adjust the blank correction. This is done by adding the concentration of DOC in the CFDW back to the sample. (For example see sections 8.4.4 and 8.4.5.) The DOC concentration of the CFDW is measured by comparing it to a “primary” DOC free distilled water which has very low DOC and has been set aside for
this purpose. It is (by definition) the CFDW that gives the smallest apparent instrument blank.

8.4.4 *DOC calculation*: Use the following formula to calculate the DOC concentration of a sample:

\[
DOC = \left( \frac{\text{mean sample area} - \text{blank (CFDW)}}{\text{response factor}} + \text{DOC (CFDW)} \right) \times \text{dil. factor}
\]

Where:
- mean area sample = mean peak area (in mV-secs) for three injections of the sample
- blank (CFDW) = peak area (in mV-secs) for instrument blank, either the daily mean or the interpolated value
- response factor = instrument slope as appropriate - either the daily mean or the interpolated value (mV-secs/µMC)
- DOC (CFDW) = apparent DOC concentration of the CFDW used to measure the instrument blank that day
- dil. factor = dilution factor: \( \frac{\text{Vol (sample)}}{\text{Vol (sample)} + \text{Vol (acid)}} \); use only if seawater standards are used to calibrate slope

8.4.5 Sample spreadsheet calculation:

<table>
<thead>
<tr>
<th>Sample</th>
<th>Area (mV-sec)</th>
<th>Blank (mV-sec)</th>
<th>Net (mV-sec)</th>
<th>RF (mV s/µMC)</th>
<th>CFDW (µMC)</th>
<th>DOC (µMC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFDW</td>
<td>15.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSW-1</td>
<td>187.5</td>
<td>14.7</td>
<td>172.8</td>
<td>2.059</td>
<td>1.2</td>
<td>85.1</td>
</tr>
<tr>
<td>SSW-2</td>
<td>186.2</td>
<td>14.1</td>
<td>172.1</td>
<td>2.059</td>
<td>1.2</td>
<td>84.8</td>
</tr>
<tr>
<td>SSW-3</td>
<td>183.4</td>
<td>13.5</td>
<td>169.9</td>
<td>2.059</td>
<td>1.2</td>
<td>83.7</td>
</tr>
<tr>
<td>SSW-4</td>
<td>191.4</td>
<td>12.9</td>
<td>178.5</td>
<td>2.059</td>
<td>1.2</td>
<td>87.9</td>
</tr>
<tr>
<td>CFDW</td>
<td>12.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: In this example, the instrument blank has decreased over the course of the set of samples but the response factor has stayed constant. The CFDW DOC correction is also constant or it would not be useful as a measure of the instrument blank. No correction for the dilution factor was made because distilled water standards were used to calibrate the instrument.

9.0 Quality control/quality assessment
9.1 **QC charts**: In order to have tight quality control over the analyses, plot the following on a daily basis. Instrument drift or bad blanks will be readily apparent from any trends in the data.

9.1.1 *Daily blanks* (mean with range in μMC units): Each day plot the mean and the range of all CFDW blanks. A spurious blank will be readily apparent as an anomalously high value; the range should decrease as the combustion tube ages. Note that range = high and low not ± one standard deviation. Also plot the value of the reference CFDW used to check the bottle of CFDW prepared/used daily.

9.1.2 *Daily response factors*: Each day plot the mean and the range of both calibration tests. Units = area per unit concentration = milli-volt-secs/micro-molar carbon.

9.2 **Quality assurance**: Although the HTC/DI-DOC analytical method has begun to develop some acceptance within the marine chemical community, it is imperative that each investigator demonstrate the validity of their own analyses. This may be accomplished via several mechanisms: (1) oxidation of recalcitrant compounds, (2) CRM analyses, (3) comparison with a referee method, and (4) shipboard reference material.

9.2.1 *Hard-to-oxidize standards*: The simplest means of determining the “completeness” of oxidation of any particular technique is to analyze a set of seawater samples spiked with a variety of “recalcitrant” organic compounds. Percent yield of CO₂ based on the amount of each standard added is a direct measure of the efficiency of oxidation of the particular method. Suitable test compounds are: alginic acid, caffeine, EDTA, fulvic and humic acids, soluble starch, urea, 2,2’-dipyridyl, and oxalic acid.

9.2.2 *Certified Reference Material (CRM) analysis*: Alternatively, if a certified reference seawater were available, then one could check for completeness of oxidation directly. Unfortunately, such a material is not available at this time but may become available in the future.

9.2.3 *Referee analysis*: Two mechanisms exist for comparison with a “referee” method. First, is the often tried inter-lab comparison exercises. While these are useful in determining relative accuracy, they often fail to demonstrate whether any of the methods involved achieved truly complete combustion. The second method is to compare the HTC/DI-DOC technique to sealed-tube combustion. Wangersky (1975, 1993) and others have cited this technique as being the most likely candidate for achieving complete oxidation of all the organic carbon in a sample. A direct comparison of samples analyzed by both
methods will give an estimate of the “completeness of oxidation” of an individual technique.

9.2.4 *Shipboard reference analysis:* In the absence of a CRM-seawater standard, it is possible to simulate one over the course of a cruise. Collect a large volume (>1L) sample at the test station or the first hydro-station from >2000m. The DOC in this sample should be old and relatively stable and recalcitrant. Careful storage at 4°C should preserve it for the course of most normal cruises. Analysis of this sample from time-to-time throughout the cruise will serve as a reliable reference material.

10.0 Notes

10.1 *General precautions:* DOC is the most easy to contaminate substance to be measured in oceanographic samples. As such, stringent anti-contamination protocols must be adhered to at all times. Most important to observe is what others around you may be doing which could adversely affect your samples. A general rule of thumb for DOC contamination is: if you can smell it, then it is probably trouble.

10.1.1 *Sampling:* No amount of post-analysis mathematical manipulation can salvage poorly drawn or contaminated samples. Every precaution should be taken to collect samples in the cleanest environment possible. DOC samples should be drawn first to avoid contamination from the tubing used as transfer lines in the collection of most gas samples. Tygon® is especially troublesome. Most troublesome is the rosette interloper. Watch-out for someone who wants to just hop ahead for one sample. Their technique is generally poor and their presence is especially erratic making any problems they cause intermittent. Above all else, keep you fingers out of the samples. Do not trust rubber/plastic gloves to do anything except keep your hands from getting salty.

10.1.2 *Sample storage:* DOC samples are prone to contamination at this stage as well. Avoid storing samples in refrigerator/freezers which contain copious amounts of organic material, especially fresh (and not-so-fresh) fish. Check-out the reliability of the sample storage bottles carefully and well in advance of when the samples are to be collected. Caps and cap liners are often the cause of inadvertent and highly variable contamination. Do not ever ship sample containers filled with strong acids or bases to clean them while in transport.

10.1.3 *Lab-space requirements:* Just as sample storage space must be odor free, so must the analytical space be free of organic vapors and heavy dust loads.
Good ventilation with clean outside air free of organic solvent vapors is a must.

10.2 Possible modifications:

10.2.1 Blank water: Presently, CFDW serves as an adequate instrument blank checking material. However, in terms of good laboratory practices and a rigorous analytical chemical approach, carbon-free seawater is the unquestionably superior material for measuring the instrument blank. Development of a process to produce this material quickly, reliably, easily and cheaply is a priority.

10.2.2 Standard solutions: Several standard compounds (glucose, KHP, etc.) are used as a calibration material as well as both distilled and seawater. Ideally, a single organic compound in a single matrix should be used by the entire community. This protocol recommends KHP in seawater—either deep (>2000m) ocean water or filtered and well-aged coastal seawater. Analytically speaking, one should use the same matrix for blanks and standards as in the samples.

10.3 Backward compatibility: It is now apparent that a fair degree of correspondence exists between the historical analyses and the newer HTC/DI-DOC methods. Although there is some evidence that the HTC/DI-DOC technique achieves a higher degree of oxidation efficiency, this increase appears to be small: 10-20%. Three obstacles to a direct comparison of present analyses to the data in the literature exist: Temporal variability, spatial variability and precision of analysis. There is little the analysts can do to avoid the first two; indeed, studying these is one of the objectives of oceanography. However, the third needs considerable attention.

10.3.1 Precision problems: Historically, DOC concentrations were regarded as both relatively uniform and invariant, in part, due to the relatively poor precision of the analyses. The uncertainties in these older methods were on the order of 10-25% of the DOC and 10-50% of the gradients. Thus much of the oceanographic information was lost to the imprecision of the methods. By achieving a precision of ±1 μMC, this situation can be greatly improved and a much more adequate picture of the oceanic organic carbon cycle will be revealed. This level of precision (± 1-2%) can be achieved and should be the goal of each and every analyst.

10.3.2 Deepwater reference: One of the more analytically useful features of DOC is that the deep oceanic concentrations of DOC are relatively low, virtually invariant in time and with extremely shallow gradients. The deep water DOC
serves as a natural CRM for controlling the quality of the DOC analyses. Thus, each and every cruise where DOC is measured an effort should be made to collect and analyze samples from >2-3000 m as a check against consistency. It will be on the basis of these analyses that we can best compare the results of the newer analytical techniques to the historical database.

10.4 Volatile organic carbon: By virtue of the nature of the analytical protocol there is little that a DOC analyst can say regarding the presence or distribution of volatile organic compounds as these were stripped from the samples during the sparging step. For most of the oceanic samples this is of little consequence as these compounds comprise only a tiny fraction of the total DOC pool. However, in certain environments (e.g., sediments, trapped bottom water/fjords, arctic basins, coastal waters and estuaries), this may not be the case and analysts using this technique in these areas should be aware of the potential possibility for analytical artifacts due to the presence or variable distribution of volatiles.

11.0 Intercomparison

11.1 Other methods: MacKinnon (1978) and Gershey et al. (1979) were among the first to try a direct comparison between methods. Although their sealed-tube measurements were not as easy to perform as the newer HTC/DI-DOC technique, they do provide a similar picture when compared with both the UV and persulfate techniques. The slightly higher yields of the sealed-tube analyses preceded the current HTC/DI-DOC revolution by many years, but the lower precision of the competing analyses did not warrant a significant investment of time nor resources due to the limited statistical reliability regarding this difference.

11.2 Recent HTC comparisons:

11.2.1 Seattle Workshop: In the late spring of 1991, a community-wide international workshop on the analysis of DOC by various methods — principally by HTC/DI-DOC — was held in Seattle. The results of this workshop are now published (Mar. Chem., 41(1-3) (1993). The reader is referred to this report for essential reading regarding the development of the method. While the community failed to achieve an acceptable level of agreement between analyses on common samples, considerable progress to resolving these differences was made and many recommendations for future modifications and improvements are included.

11.2.2 Bermuda paper: Sharp et al. (1994) have published a comparison of several of the commercially available HTC/DI-DOC analyzers. While the data contained in this report is somewhat limited due to the time and logistical con-
straints imposed, there is some useful information in this report regarding modifications (both realized and potential) to these various instruments.

11.2.3 *EqPac comparison:* Sharp et al (submitted) have compared several HTC/DI-DOC methods with the modified persulfate technique on a large suite of samples collected during two of the U.S. JGOFS EqPac cruises in 1992. This comparison is unique in the large number of samples involved and the high degree of correlation between several of the analysts. The greater precision of the HTC/DI-DOC analysis versus the modified persulfate technique is also apparent. This paper stands in direct contrast to the Seattle Workshop where values of 30- >300 μMC were reported for a single sample. In this report, typical variations between analysts were on the order of a few μMC.

11.2.4 *2nd community-wide comparison:* A second, community-wide, international DOC comparison is in progress (see Sharp *et al.*, 1994). The first stage involved the shipping of blank water, low DOC seawater and spiked seawater to the analysts. The samples were identified to the analysts so they could see how well they were doing relative to a given standard. The second stage will consist of a set of blank water, known standards and several unknown samples. Results will be reported with the analysts identified at a future date.

12.0 References


ERRATUM

In the equation for phaeopigments in section 8.0 of Chapter 14 (page 122) the last term:

\[- \text{vol}_{ex}\]

should be substituted by the following:

\[
\left( \frac{\text{vol}_{ex}}{\text{vol}_{filt}} \right)
\]

The correct version of the phaeopigments equation is then:

\[
\text{Phaeo (chl equiv. weights)} = \left( \frac{F_m}{F_m - 1} \right) \times \left( (F_m \cdot F_o) - F_o \right) K_x \times \left( \frac{\text{vol}_{ex}}{\text{vol}_{filt}} \right)
\]